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ABSTRACT OF THE DISSERTATION
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Professor John A. Hildebrand, Co-Chairperson
Professor William S. Hodgkiss, Jr., Co-Chairperson

A large aperture acouslic array for investigating the spatial distribution of
low frequency ambient noise has been designed, built and deployed fiom Research
Platform FLIP in the NE Pacific. Design constraints of such an array include a large
dynamic range to accommodate the absolute levels encountered within this band
and a large aperiure with many elements to achieve good spatial resolution at low
frequencies.

Deployed veitically, the iarge aperture subjects the array to an inhomogene-
ous current field which necessitates the implementation of a navigation subsystem
for estimating the array shape prior to beamforming. Navigation results show that
the array is nearly vertical, responding to wind, tides, internal waves and surface
motion.

Knowledge of the individual element response is also required for accurate
beamforming, thus a system calibration must be executed. An intimate understand-
ing of the array as a measurement system is required for accurate analysis of the
data it collects. Due to the constraints imposed by the physical size and number of
elements, an in-situ method was utilized to evaluate array system performance and
characterize the response of individual elements.

Acoustic measurements recorded during the passage of a local storm, pro-
vide a unique opportunity to investigate the impact of the wind driven source
mechanism on thc structure of the low frequency noise field. Beamnformed data
illustrate the detailed spatial structure of low frequency noise. Upward looking
beams reflect local surface effects while harizontal looking beams are dominated
by eneigy from distant scurces which 2zannat he absolutely identified. The surface
directed beams display a threshold type behavior suggesting the abrupt onset of a
source mechanism such as breaking waves.
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INTRODUCTION

Spectral levels of low frequency sound (20-200 Hz) in the ocean are
atfected by environmental conditions in the local area, however investigations of
this dependency are usually contaminated by noise arriving at near horizontal
angles from distant sources due to the relatively low attenuation of sound in this
frequency band. One method of discriminating against the horizontally arriving
sound is to utilize the directional measurement capabilities of a vertical acousiic
array in the beamforming process.

The low frequency spatial noise field is difficult to measure accurately. It
requires a large dynamic range, a large aperturc and many elements. A large array
aperture imposes other constraints. It subjects a vertically deployed array system
to differential water currents which are capable of moving it physically. This
imparts a phase difference between individual element responses and for coherent
processing, the time-varying array element posistions must be defined. The physi-
cal size and large number of elements also lead to the investigation of iin-siiu cali-
bration methods and array performance evaluations.

This dissertation discusses the attributes of a large aperture acoustic array
in measuring the fine-scale variability of the oceanic ambient noise field at low fre-
quencies. It is divided into four chapters and an appendix. Each chapter is self-
contained and was written for publication in a refereed scientific journal. As a
result, some redundancy exits between chapters, particularly in system description.

The first chapter introduces the electronic and mechanical characteristics of
the array system, as well as deployment scenarios from the Research Platform FLIP,
An intimate understanding of the array as a measurement system is required for
accurate analysis of the data it collects.

In the second chapter, high frequency acoustic transponder signals are used
to cstimate array element positions. The navigation method i1s discussed and
results are compared to independently acquired satellite positions of FLIP. The
positional time series data are analyzed in terms of the expected source functions:
wind, tides, internal waves and surface effects.

In the third chapter, data collected during an experiment are used to imple-
ment in-situ array calibration and performance evaluation techniques. Two
independent methods provided individual element amplitude estimates and verified
system noise constraints.

The fourth chapter presents the fine-scale structure of the vertical ambient
noise field. Emphasis was placed on data collected during the passage of a local
storm which provides a unique picture of wind-induced noise at low frequencies.

Due to the continuation of the array program at the Marine Physical Labora-
tory, the software techniques introduced in the second chapter along with system
errors and simulations were carefully documented and appear in the appendix.

Further investigation into low frequency spatial distribution would benefit
by simultaneous characterization of the surface wave field, horizontal as well as
vertical spatial resolution and accurate Zstimates of distant sources (ships and
storms).
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Chapter 1

LARGE APERTURE DIGITAL ACOUSTIC ARRAY

1.1 ABSTRACT

A digital array of 120 acoustic channels and 900 m in length has been con-
structed to study low frequency (20-200 Hz) ambient noise in the ocean. The array
may be deployed vertically or horizontzlly from the research platform FLIP and the
array elements are localized within a high frequency acoustic transponder network.
This paper describes the instrumentation, telemetry and navigation systems of the
array during a vertical deployment in the northeast Pacific. Preliminary ambient
noise spectra are presented for various array depths and local wind speeds.
Ambient no’.e in the frequency band above 100 Hz or belcw 25 Hz increases with
iocai wind speed. However, in the frequency band 25-100 Hz ambient noise is
independent of wind speed and may be dominanted by shipping sources.

1.2. INTRODUCTION

A digital array of 120 acoustic channels and 900 m length has been con-
structed for study of low frequency (20-200 Hz) ambient noise. A large aperture
array is required for high resolution directional information at low frequencies. A
well filled array is required to provide low side-lobe levels for study of ambient
noise. This paper describes the characteristics of a large aperture linear array of
hydrophones which may be deployed vertically or horizontally from the research
platform FLIP. Preliminary observations of low frequency ambient noise are
described from a vertical deployment of this array in the northeast Pacific during
September 1987.

Oceanic ambient noise is the prevailing sustained background of sound in
the ocean. These noise levels place constraints on the operation of acoustic sen-
sors in the ocean. For this reason it is valuable to understand the sources generat-
ing the sound, the absolute levels and the spectral shapes of ambient noise. Low
frequency noise is particularly important because of its low attenuation and there-
fore its ability to propagate over long distances. Only recently has it been practical
to investigate the directionality of ambient noise sources at low frequency (less
than 100 Hz) due to power, size and cost constraints.

The following have been identified as sources of low frequency noise in the
ocean [Urick, 1983}: shipping, wind and waves, seismic disturbances, and nonlinear
ocean wave interactions. In the frequency band between 20 Hz and 100 Hz, ship-
ping is thought to be the dominant noise source where shipping sources are
present [Bannister et al, 1979, Burgess and Kewley, 1983]. This component may
include reverberative paths, perhaps related to prominent bottom topographic
features, as well as forward scattering and channeling of the shipping sources. The
variation of shipping noise may depend oti whether the sources are of single-ship
or multiple-ship origin and whether they are local or distant.
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At frequencies between 100 and 200 rlz, s2a surface noise generated by
wind and waves may be dominant. The reported contribution by local wind sources
in this Land is quite variable, ranging from a difference in spectral level of approxi-
mately +18 0 -4 db//uPa/VHz [Urick, 1983; Wilson, 1983]. The scurces responsible
for this variatiu1 may be identified by examining the vertical and h.rizontal direc-
tionality. Distant storms and noise generateda at the edges of the ocean due to
waves breaking on cliffs, rocks, or beaches as well as the nonlinear generation due
to interference of incoming and reflected cnastal swell may produce an azimuthally
non-unifocrm contribution; local wind should induce a vertically variable contribu-
tion.

The unique capabilities of the array described in this paper allow its
deployment as a high performance vertical or horizontal array. Arrays previously
ucad to measure low frequency vertica! directionulity are iisted . Table 1.1 to facil-
itate comparison. The nunmber of elen.:cnts (120) and large aperture (300 m) of ovr
array is substantially greater than previously reported vertical arrays. This large
aperture will allow higher 1esolution vertical directionality than was previously
available. Horizontal directionality is usually measured using large aperture towed
arrays. Our array can be mcorad horizontall: because of its neutrally buoyant
design. When operated in the hor.zontal configuration, the flow noisc affecting our
array is significantly less than for towed arrays, leading to improved array perfor-
mance.

Numberof | Aperture Hydrophone Frequency | Deployment Deployment Reference !
Elements Spacing Range Depth (actual) Platform ‘
e ICIETS B e TS ‘
120 900 uruform 20-200 400-3100 Fup* thi< paper 1988 |
li , 34 nested subamays 62.5-1K 200 free floating (1~, Buckingham and Jones 1987
48 s uniform 0-450 sound channel FLIP (15] Hodgkiss and Fisher 1986
27 93 uniform 0-600 sound channei Furp (15] Hodgkiss and Fisher 1986
3 180 nested subarrays 20-870 300 free floating (3] Burgess and Kewiey 1983 '
31 310 uniform 45-10U 1500 surface ship (16] Wales and Diachok 1982 |
12 237 logarithmic <200 300-3100 free floating {17) Browning, er al 1982 i
20 <560 uniform 5400 700-4800 FLIP 18] Tyce 1982 and |
| i (variable) (191 Anderson 1979 |
! 40 ! 97 geometric 112-1414 4400 anchored to bottiom | [20] Axelrod. et al 1965

* FLIP (Floating Instrument Platform) is a manned 100 meter spar buoy stable platform
operated by the Uriversity of California, San Diego, Marine Physical Laboratory.

Table 1.1. Comparison of Vertical Arrays.

1.3. ARRAY DESCRIPTION

This section describes the array electrical and mechanical design. The array
has a modular design, which facilitates assembly and transportation, and allows for
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a variable aperture. It is separable into identical hose sections of 10 elements each,
joined together by in-line interchangeable pressure cases. Each of the 10 elements
consists of two hydrophones, a preamp, a filter and a line driver submerged in insu-
lating noroma oil. The oil filled hoses are neutrally buoyant in seawater, necessary
for horizontal deployments. The interelement spacing is 7.5 m and the elements
are secured within the 2.54 cm diameter urethene hose by a kevlar line which is ter-
minated near each end of the hose subsection. in-line pressure cases are located
between each hose section of 10 hydrophones. The pressure cases are 45 cm long
with a 7.6 cm outside diameter providing a low profile cross-section. These pres-
sure cases house non-pressure tolerant electronics for processing and telemetering
the hydrophone signals. Hydrophone data are transmitted asynchronously along
the array to a telemetry module near the FLIP end of the array. This module buffers
the data and synchronously transmits it through a double-lay armored electrical
cable to the surface where it is recorded by the data acquisition computer (LSI-11).
The tension carried by the electrical support cable is transferred at the telemetry
module to a 1.5 cm diameter kevlar line. During vertical deployment, the hoses and
pressure cases are attached to the kevlar line which has 310 kg at its bottom to
maintain verticality. The array is deployed from the research platform FLIP which
maintains station by a multipoint moor. The array is suspended from a hydro-
graphic winch which allows it to be lowered to a specified depth below FLIP. Figure
1.1 shows a schematic of the array configuration during vertical deployment.

The coaxial armored uplink electrical cable carries frequency multiplexed
data in three bands: uplink data, downlink commands and dc power. The spectrum
allocated for the uplink data is from 100 kHz up to approximately 1.5 MHz. The
uplink data rate is 1 Mbit per second encoded using a Miller code to reduce the
bandwidth required to approximately 500 kHz. The downlink spectrum is from 100
kHz down to 1.5 kHz. The downlink data is encoded on a 20 kHz carrier which is
used to synchronize the data sampling clocks, and a command synchronization bit
sequernce is transmitted every 2 msec. The cable simultaneously carries the DC
power for the array. Each section of the array has DC-to-DC converters that pro-
duce 5 volts at 600 mA and +£15 volts at 150 mA to power the electronics and
hydrophone elements. The sections are in series so that they use the same current;
the voltage necessary for the complete array is 5.1 volts times the number of sec-
tions. The power loss in the armored uplink cable is proportional to the current
and does not change as the number of array sections changes.

1.3.1. Uplink Data Stream

This section describes the uplink of acoustic data from the array hydro-
phones to the topside electronics. The data stream originates at the hydrophones.
It is amplified, filtered, converted to a digital signal, reformatted and finally
transmitted to the surface as shown schematically in Figure 1.2. The hydrophones
are an Aquadyne AQ-1 with a sensitivity of -204 dB re 1 V/.Pa and a capacitance of
12 nf. AQ-1 hydrophones have been calibrated with respect to pressure, tempera-
ture and frequency and exhibit a well-behaved response over the range of operating
conditions [Lastinger, 1982]. There is a 2 to 3 dB re 1 V/uPa sensitivity increase
from low pressure (near surface) to high pressure (6000 m), a 0.2 to 0.3 dB re 1
V/uPa sensitivity increase from 0° C to 22° C and a +0.2 dB re 1 V/uPa sensitivity
variation across a frequency band of 10 to 1000 Hz. There are two hydrophones
per array element wired in series for an element sensitivity of -198 dB re 1 V/uPa.
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transmitted to the surface.
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Tested at a constant depth (1830 m), the relative phase of the hydrophones is
within 0.2 °; changing the depth from just below the surface to full operating depth
(3000 m) induced a relative phase change between hydrophones which was less
than 0.6 °. The hydrophone output is applied to a very low noise FET preamplifier
with 40 dB of gain. The minimum expected acoustic noise level is approximately 45
dB re 1 pPa at 100 Hz [Wenz, 1962] and the electrical noise in the preamp is approx-
imately 15 dB below this level. The output is filtered by a six pole low pass phase-
matched filter with a corner frequency at 220 Hz and whose in band gain is 1. The
preamp has a low frequency cutoff below 10 Hz. A differential line driver is used
to transmit the signal a distance of up to 33.75 m to a processor pressure case.
There are 10 elements per 75 m section with each processor receiving 5 inputs from
the hose on either side. The two elements immediately adjacent to a processor
pressure case are filtered within the pressure case rather than at the element to
provide 12 kHz acoustic information required for navigating the array.

In the processor pressure case the hydrophone inputs are selected sequen-
tially by a differential multiplexer, converted from differential to single-ended sig-
nals, amplified by a programmable variable gain amplifier, captured by a sample-
and-hold circuit and converted to 12 bit digital form. The programmable analog to
digital converter (A/D) clock is synchronous with the 20 KHz downlink carrier and
the A/D outputs are stored in a 16 word first-in first-out (FIFO) register before the
processor is interrupted to take the 10 data words. Of the 16 bits per word stored
in the FIFO, twelve bits are data, two bits are from the navigation detectors, and two
bits are hardware status flags. Prior to low pass filtering, the signals from the
hydrophones adjacent to the pressure case are routed to a 12 kHz detection circuit.
This circuit compares the signal level in a narrow band receiver at 12 kHz to the
level of a broad band receiver to determine the presence or absence of a 12 kHz
acoustic transponder signal. The 1-bit detection from each circuit is multiplexed in
with every 12-bit hydrophone word as it is stored in the FIFO. The CPU is a
Motorola 68000 operating at 4 MHz with 4K ROM and 2K RAM available. The 4 MHz
clock is derived from a 16 MHz crystal which is phase locked to a 1 MHz clock sig-
nal from the telemetry module. The software is interrupt driven with the highest
priority interrupt responding to the A/D. The second highest priority interrupt
transmits the processed data and the lowest priority services the downlink syn-
chronization sequence. The signal data are loaded from the FIFO into a large RAM
buffer and the CPU then processes the data before presenting it to a Manchester
code repeater/encoder for transmission.

The array processors are synchronized by a downlink pattern at a 500 Hz
rate. At synchronization the farthest processor from FLIP transmits a synchroniza-
tion word and the processed data. Each sequential processor repeats the data bit
stream from the processor before and inserts its data followed by a unique ID
within a specified time window. At the FLIP end of the array is a telemetry module
which contains a Manchester decoder, a FIFO, and a synchronous data transmitter.
The telemetry module converts the asynchronous data along the array to a continu-
ous data stream up the cable to FLIP. It adds frame sync words and null data when
the FIFO Is empty or busy. The data are driven up the cable at a 1 MHz rate by a
high power amplifier (10 watts) to overcome the cable attenuation of approximately
45 dB re 1 V. A bit stream containing data from all the array sections is available
every 2 msec at FLIP.
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1.3.2. Topside Electronics

This section describes the topside data acquisition system (Figure 1.3). The
uplink data are presented to an array interface module where they are amplified
and filtered to remove cable phase distortion. A Decom Systems bit
synchronizer/decommutator locks to the frame sync word in the data bit stream,
and decodes the data to present it to the data acquisition computer (LSI-11). The
decommutator hardware transfers data by direct memory access (DMA) to a ring
buffer initialized by the LSI-11 data handler software. An eight word header con-
taining a buffer ID and the timing and sequence information is prepended to the
ring buffer prior to the transfer to magnetic tape. The tape transfer is a DMA
directly from the ring buffer thus avoiding the overhead in an intermediate user
buffer transfer. A buffer counter tracks the number of transfers and when the tape
is full, the handler automatically begins accessing a second tape drive without loss
of data. Confirmation of the buffer iD, buffer counter, frame sync word and proces-
sor ID during data processing verifies the integrity of the telemetry system.

1.3.3. Downlink Command Stream

This section describes the downlink of commands from the topside data
acquisition computer to the array processors. The commands are entered at the
operator terminal or from a set of switches on the array interface box and may be
sent at any time while the array is operating. The maximum downlink command
data rate is !imited to 550 baud to ensure accuracy of transmi<<ion. Downlink com-
mands may be specific to selected processors or broadcast to all processors. There
are three categories of commands as shown in Table 1.2: diagnostic, control/ initial-
ization, and data format. The left-most hex number of Table 1.2 is the command
byte sent by the data acquisition computer to the array. The last column indicates
the type of command, Diagostic, Initialization or data Format. The diagnostic com-
mands assist in localizing errors in individual processors. Allowable functions are
to test memory, read specific memory locations, enter and execute additional
machine code, alter the processor position in the uplink bit stream, turn off the
transmitter of the addressed processor so the bit stream is passed around it, and
full or partial resets. The control/initialization commands modify array operational
parameters. The select command determines the order in which hydrophones or
other sensors are digitized, allowing selection of other sensors such as depth
gauges. The scan off command causes only one hydrophone to be digitized per sec-
tion. The A/D rate commands selects the rate at which the A/D will digitize the
incoming data. The variable gain commands selects specific gain outputs of a two
stage amplifier. Gains between 5 and 1000 are obtained by selecting a gain of 1, 5,
10 or 20 from the first stage and 5, 8, 12, or 20 from the second stage. The data
format comimands determine the data format to be transmitted. The formats avail-
able transmit some combination of test data, hydrophone data, navigation data and
a processor ID. The navigation receiver commands select which navigation receiver
signal is digitized when the choice of data format restricts the number of naviga-
tion bits transmitted.

10
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41 DIAG 2 ON memory test then full inft ?
42 SHOW HWID hwid pos swid ecee D
43 DIAG 1 ON analog data test D
44 DIAG 1 OFF D
45 SCAN ON scans through phones 1
46 SCAN OFF selects only one phone 1
47 SOFT INITIALIZE D
48 OFF I
49 SK I
4A AD RATE 10K 1
4B 20K I
4aC NAV RCVR O 1
4D NAVRCVR 1 I
| 4F | ENABLE RAMPROGRAM | __ _  _ __ _ D
0-SF | SELHYDN N=0 through F | L _]
60 1 stage 1 1
61 S I
62 10 1
63 20 1
64 VAR GAIN 5 stage 2 1
65 8 I
66 12 1
67 S0 1
68 1000 1
69 6 send S5's (nav0) or A’s (navl) F
6A S 10 phones + nav F
6B q 2 nav words + 8 phones F
6C DATA FORMAT 3 10 phones F
6D 2 test tape F
6E 1 listen F
6F [ OFF E
70-7F | NEW POSITION = N N=0 through F DI
80 OFF get data from memory location: D
81 2000 (adad aaaa cccc) address, contents D
82 2200 D
83 2400 D
84 2820 D
85 28D4 D
86 2900 D
87 DIAG 3 2940 D
88 2980 D
89 29CO0 D
8A [ ] s D
8 | ] e D
8C 2F00 D
8D 2FCO D
8E | ] e D
F INCREMENT ADDR IN DIAG 3 ABQVE | _ D
90 UPLINK OFF D
91 UPLINK ON D
92 STORED SINUSOID ON D
93 STORED SINUSOID OFF D
99 FULL RESET D

Table 1.2. Available Array Commands

11
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1.3.4. Navigation

Array acoustic navigation is accomplished by detecting the return signals of
near bottom acoustic transponders [McGehee and Boegeman, 1966]. A minimum set
of three transponders are interrogated from FLIP at unique frequencies and their
replies are detected by the array. The time of arrival of each reply corresponds to
the range between the transponder and the array element. A set of ranges are
determined for each array navigation element and input to a program which calcu-
lates element position [Lowenstein, 1966].

The transponders employed were developed for navigation of the MPL
deeptow fish [Spiess et al, 1966]. For navigati~n of the array these transponders
are deployed in roughly a one nautical mile equilateral triangle about FLIP. They
are anchored above the sea floor by a 100 m length of line. To increase the reliabil-
ity of detection in a noisey environment, the receive circuitry in the transponders
fas well as in the array) compares the energy in a narrow band (200 Hz effective
bandwidth) about the interrogaticn frequency to the total energy received in a
passband of approximately 1.5 kHz. By adjusting the bandwidth and Q of the
iecognition circuitry, a short recognition time (>! mse~} and high pnise rejection
are achieved. The interrogation signal for each transponder is unique and upon
detection the transponder replies with a 3 msec 12 kHz pulse which is received and
recorded by FLiP and ihe airay.

The transponder locations must be surveyed to determine their relative
positions before using them to navigate the array. The transponder locations are
adjusted relative to an arbitrary origin by an iterative approach which alternately
determines ship positions from known transponder positions and transponder
positions from known ship positions using a least squares approach. The initial
transponder positions are derived from the GPS satellite navigation positions of the
surface ship as each transponder is deployed. A data set containing slant ranges,
depths, and initial positions is input to the navigation program. The difference
between the calculated and measured positions defines the error.

The horizontal projection (Figure 1.4) of the slant range between a given
transponder and a given surface ship position (or FLIP or an array element) is:

Hproj(ntr,npos) = V §2 - D?

where ntr indicates a particular transponder, npos indicates a particular fix or posi-
tion of the surface ship, S is the slant range from the source (o that transponder
and D is the transponder depth minus the source depth. The mean squared error is:

Ense = 1/N Yrngxy — Hproj)? where rngxy = ‘\/(xss ~ X7 + (Ve — Y11)°

The horizontal range rngxy is determined by the initial X-Y positions where x,, and
Yss represent the position of the surface ship and N is the number of transponders.
If the RMS errors are large the position is adjusted and the process iterates. The
adjustment is calculated using the method of steepest descent to follow the mean
squared error gradient to a minimum. For known transponder positions, the per-
turbed ship position in the x direction is:

Xgs = Xy + h Em.re(x.uv)’xs)

12




SIO Reference 89-10

Figure 1.4 Navigation Overview. The horizontal projection is estimated first by using the slant
range and depths (Hproj) and then with the initial X-Y positions (mgxy).
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Xs = X + N * (X,o — xp1) * (rngxy — Hproj) / (rngxy * N).

where x,is the surface ship position, h is the step size, and E,,,, is the derivative of
the error function with respect to x. The y-direction adjustment is calculated simi-
larly. When the RMS error becomes small the current position is saved.

Assuming the ship positions are known parameters, the transponder posi-
tions are adjusted using the same technique. Upon completion of the adjustment
loops, the RMS error for all the transponders is evaluated. If this error is not
acceptable, then the RMS errors associated with each ship position are examined,
any position with an error greater than a specified value is deleted and the process
begins again. This method gives the best Liansponder locations in a least squares
sense which are consistent with the available data.

The array and FLIP are navigated similarly. A hydrophone located at the
bottom of FLIP transmits a series of transponder interrogation sequences (TIS). A
TIS consists of four interrogation pulses at ten second intervals foillowed by a silent
interval. The first three pulses are at the interrogate frequencies of the bottom
transponders (10, 10.5 and 11 kHz). Upon receiving an interrogation pulse a bottom
transponder replies with a 3 msec pulse at 12 kHz. The fourth TIS pulse is at 12
kHz and is received by the array navigation elements to indicate array depth. The
array therefore receives four consecutive 12 kHz pulses, whcse timing indicates the
transponder ranges and depth beneath FLIP. The array samples the 12 kHz pulses
at an operator selected rate (typically 0.4 msec). The CPU decimates the data if
necessary to provide a continuous lime series consistent with the number of bits
allowed for navigation. The interrogation sequence is synchronized with the data
sampling timebase in the array and the initiation time of the sequence is recorded.
The navigation time series establishes the range from each navigation element to
each transponder after removal of the FLIP to transponder ranges [Sotirin et al,
1988]. The ranges are corrected for a varying sound speed profile by integrating
over the ray path.

Calculation of the hydrophone position begins by determining the two
intersections of the horizontal projection arcs. The third transponder range deter-
mines which intersection is used as an initial position. The data are iterated as
described above to reduce the RMS errors. Array element relative location accura-
cies of a few meters may be achieved by this method. Examples of array element
positions from the September 1987 experiment are displayed in Figure 1.5, demon-
strating the relative motion. The symbols represent the array at four hour incre-
ments spanning a 24 hour period. There is less than 1° tilt from vertical across the
900 m array aperture. The motion of FLIP (Figure 1.5a) appears to be driven by the
increasing northerly wind over the time analyzed (see Figure 1.7h). The north-south
motion of the array (Figure 1.5b) is affected by the motion of FLIP as well as tidal
motion. The east-west array motion (Figure 1.5¢) is primarily tidally driven, with a
semi-diurnal period.

1.4. EXPERIMENTAL RESULTS

Ambient noise data are presented from an experiment conducted in the
northeast Pacific during the month of September 1987. Data were collected for 20
days, approximately 400 km southwest of Monterey in 4700 m of water. The pro-
grammable data sampling rate was selected at 500 Hz. The array was deployed at

14
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Figure 1.5 Navigation Results. A time series of the array position sampled approximately
every four hours. The three plots represent (a) a plan view in X (increasing toward the east)

and Y (increasing toward the north), (b) X versus depth and (c) Y versus depth. The scale in
(b) and (<, is enhanced in the vertical direction by 8:1.
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Figure 1.6 Armay deployment depths for the September 1987 seatest. The three curves
represeui (a) the historical sound speed profile (dotted) obtained from the National Oceano-
graphic Data Center [12] for the experimental area and time of year (designated area 25C), (b)
the sound speed (dashed) obtained from a Conductivity, Temperature and Depth (CTD) cast
deployed from a surface ship approximately 40 km northwest of the array and (c) the sound
speed (solid) calculated with the Clay and Medwin [13] equation using the historical salinity
data and an expendable bathymetric thermistor (XBT) deployed from FL/P.
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Figure 1.7 Ambient Noise variation with respect to wind and depth. Depths indicated are
nominal for the top of the array, the hydrophone shown is 675 m deeper. Data were extracted
on different days to obtain similar environmentai conditions. The niarrow band signals are in-
terference from equipment aboard FL/P. (a) Wind: 4 kts, Depth: 400 m, Jday: 257; (b) Wind:
28 kts, Depth: 400 m, Jday: 259; (c) Wind: 6 kts, Depth: 1300 m, Jday: 267; (d) Wind: 26 kts,
Depth: 1300 m, Jday: 270; (¢) Wind: 4 kts, Depth: 2300 m, Jday: 267; (f) Wind: 22 kts,
Depth: 2300 m, Jday: 269; (g) Representative spectral difference with wind; (h) Wind speed
(kts) vs. Julian Day (Jday).
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various water depths spanning the water column from 400 m to 3100 m. Figure 1.6
shows the array depth superimposed on the sound speed profile.

Representative hydrophone spectra illustrate the ambiert noise variation
with depth and wind speed (Figure 1.7). The local wind speed varied from 4 to 28
knots during the experiment as shown in Figure 1.7h. The spectra were obtained by
incoherently averaging eleven 8192-point FFT’s with 50 percent overlap of a Kaiser-
Bessel (a=2.5) windowed time series. The nearly uniform spectral level with depth
is consistent with previous investigations {Morris, 1978; Urick, 1983]. There is a dis-
tinct difference in spectral level as wind speed increases (Figure 1.7g). The spectra
at a nominal depth of 1300 m at low wind speed (Figure 1.7c) and high wind speed
{Figure 1.7d) were bin averaged and subtracted to provide a measure of wind speed
dependent variations. Significant variation in ambient noise was observed fc - fre-
quencies above 100 Hz and below 25 Hz. Above 100 Hz at all depths, an increasing
amplitude and distinct whitening of the spectra are observed at high wind speeds.
The observed speciral difference is consistent with previous observations which
are diverse in this frequency band (see Table 1.3).

Change in Change in Frequency Reference
Spectral Level Wind )
dB//uPa/VHz kts Hz

+18 4-6 to 28-33 200 Urick 1983

+9 10-40 200 Burgess and Kewley 1983
+7 4-6 to 22-28 200 this paper 1988
+7 10-30 150 Morris 1978
+5 18-28 177 Shooter and Gentry 1981
+4 5-28 177 Perrone 969

0 6-22 200 Hodgkiss and Fisher 1986
-4 i low-high 165 Wilson 1983

Table 1.3. Ambient Noise Spectral Variation with Wind Speed.

Another effect of the wind is the level of mechanical vibration or strum which
increases with wind speed. This source is important to the spectral shape below 25
Hz at all wind speeds but may contribute energy between 25 and 50 Hz at higher
wind speeds. The bandwidth of the strum contaminated noise increases with wind
speed and decreases with depth. Preliminary analysis indicates that frequency-
wavenumber filtering is effective in removing this noise source as the vibrational
modes travel at velocities other than that of acoustic energy. In the band between
20 and 100 Hz the spectral amplitude was independent of wind speed. Shipping
may be the dominant noise source for this band as the experiment was in an area of
high shipping density. The characteristic spectral "hump" due to shipping noise
was observed throughout the experiment. “"1wrrow band 60 Hz harmonics are seen
in the spectra and are generated either mecnanically or electrically by FLIP. There
was no evidence of 60 Hz lines during laboratory studies of the array self noise.
The 60 Hz harmonics are narrow band and do not degrade the broadband signal
analysis.

A graphic display of the output of 120 acoustic channels recording an air
gun source at a range of 500 km is shown in Figure 1.8. In this plot, a compressive
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Figure 1.8 Time Series Display of Acoustic Channels. A graphic display of the acoustic
channels shows an air gun source at a range of 300 miles as well as longitudinal and
transverse (shear) strum modes. The time record displayed is 3.5 seconds. The array hydro-
phone depths span 400 m to 1300 m.
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pressure field, or positive voltage excursion, is represented as a filled line, a rare-
fartive pressure field or negative voltage is represented as an unfilled line. The air
gun is seen as a series of impulsive arrivals that appear as both downward-
propagating and upward-propagating wavefronts across the array. In addition, two
modes of mechanical vibration (strum) are identified in Figure 1.8. The first mode
is a longitudinal vibration of the kevlar support cable, probably due to vertical
motions of FLIP pulling on the support cable. This mode propagates with a phase
velocity of 1800 m/sec and appears as a downward-propagating transient in Figure
1.8. The second mode is a transverse vibration of the kevlar support cable, prob-
ably evcited by water currents. This mode propagates with a phase velocity of 40
m/sec and appears as a series of shallow-dipping lines with an interference pattern
every 75 m, corresponding to the spacing of the inline pressure cases.

The air gun array is seen as a contaminant in the spectra of the ambient
noise data in Figure 1.9a. Since the operating area of the air gun array was shallow,
the ocean bottom aitered the arrival, part of which is coupled into the deep sound
channel by down-slope conversion and arrives at the array in a multipath structure
at a variety of angles. The effect of the profiler is significant in the 125 to 250 Hz
band where it dominates the spectra, clearly distorting the 10 dB/octave rolloff of
the ambient noise. The profiler was extracted (Figure 1.9b) by removing the visible
signal from the array time series, padding the remaining data to 8192 points and
producing the spectrum as described above with no overlapping. The profiler spec-
tra in Figure 1.9c was calculated from 800 data points and a rectangular window,
and shows the ambient noise spectra uncontaminated by the profiler.

1.5. SUMMARY

This paper describes the low frequency digital acoustic array designed and
built at the Marine Physical Laboratory. A sea test has been conducted to verify the
vertical deployment, telemetry, acoustic navigation and ambient noise measurement
capabilities of the array. Navigation of the array was conducted within an acoustic
transponder net. Ambient noise spectra from single array elements were consistent
with previous observations of shipping noise in the frequency band between 20 Hz
and 100 Hz. At frequencies above 100 Hz sea surface noise generated by local wind
and waves was observed. Current efforts are underway '» investigate the vertical
directional spectra of low frequency noise measured by the array.
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Chapter 2

ACOUSTIC NAVIGATION OF A LARGE APERTURE ARRAY

2.1. ABSTRACT

Acoustic travel time measurements were used to navigate the elements of a
large aperture (900 m) acoustic array. Array navigation system performance was
evaluated during a vertical deployment in the northeast Pacific from the research
platform FLIP. A network of bottom-moored acoustic transponders were
interrogated from FLIP and their 12 KHz replies were detected by receivers at 75 m
intervals within the array. A nonlinear least squares algorithm was used to estimate
FLIP and array element positions from the travel time measurements. The FLIP
positions derived from this procedure agreed with positions obtained from Global
Positioning System (GPS) satellite navigation within a 10 m RMS error. Navigated
positions for FLIP were internally consistent with a 0.5 m mean RMS error and
standard deviation of 1.1 m and for an array element were consistent with a 2.8 m
mean RMS error and standard deviation of 0.8 m. The resulting time series of array
and f.I/P motions were analyzed with respect to wind, tidal and internal wave
forcing functions. Wind and tidal forcing had the greatest influence on FLIP motion
whereas tidal and internal wave forcing had the greatest influence on array motion.

2.2. INTRODUCTION

Large aperture arrays produce high resolution directional information by
coherently combining signals from individual array elements. Estimates of array
shape and element position are required because of the dependence of signal phase
on element location. Navigation of such an array in the ocean requires a known
reference system in a spatially and temporally varying environment.

A 900 m, 120 element low frequency acoustic array has been developed by
the Marine Physical Laboratory [Sotirin and Hildebrand, 1988]. The array is capable
of being deployed either horizontally or vertically up to an ocean depth of 6000 m.
Navigation of the array is an important part of its operational requirements and the
subsystem implemented to perform the navigation must meet design specifications.
The position accuracy required is on the order of a few meters, the duration of
deployment is on the order of a few months, an operating range of up to 10 km
must be viable, the size and cost of the system must be manageable, and the
sampling rate must be sufficient to resolve array dynamics due to water currents,
tides, wind and internal waves.

Techniques commonly used in ocean positioning systems are based on
mechanical, electromagnetic or acoustical signals [Spiess, 1983]. Mechanical
positioning devices capable of the accuracy required include inertial systems,
pressure sensors, tilt meters, measuring rods and sound-velocity meters. The cost
and size requirements of instrumenting a 900 m array with such sensors is
prohibitive, although pressure sensors would be valuable for depth positioning in
combination with an alternative method for lateral positioning. Electromagnetic
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systems are either surface systems whose signals are highly attenuated in water but
are useful in determining the position of a surface vessel (e.g. Global Positioning
System, GPS), or pulsed laser systeins which are currently under development and
may eventually be effective within a 1 km range. The technique most easily
adapted to a large aperture array deployed in the water column is acoustic
navigation. Such systems measure the travel time of acoustic energy between two
points in the ocean, are capable of resolving a few meters over a 10 km range and
are cost effective and physically manageable. Based on these considerations, an
acoustic navigation subsystem was implemented as an integral part of the array.

This paper describes the array acoustic navigation system and its operation
during a vertical deployment from Research Platform FLIP in the northeast Pacific
during September 1987. We describe the hardware system and acquisition of travel
time measurements and associated errors, the nonlinear least squares estimation of
array spatial positions, and the analysis of FLIP and array time-varying positions
during the deployment.

2.3. TRAVEL TIME MEASUREMENTS

Acoustic travel time measurements provide range information between the
array and a set of fixed transponders. Ranges to three or more transponders are
required to calculate FLIP position and array position and shape. The navigation
hardware consisted of three bottom moored acoustic transponders, two
transmit/receive timing units mounted on FLIP (one used for FLIP navigation and
the other used for array navigation), an interrogator/receiver located at the bottom
of FLIP and 12 KHz acoustic detectors distributed along the array. At a known time,
an interrogation signal is transmitted from FLIP. This signal triggers a transponder
reply which is then detected by the array or the FLIP receiver systems. The travel
times between the transponders, FLIP, and the array detectors determine array
position and shape.

During the September 1987 experiment, three navigation transponders were
moored in 4700 m of water distributed as a 1.4 nm equilateral triangle. FLIP's
position was maintained in the middle of the transponder network by a 3-point
moor (Figure 2.1). The transponders were deployed by a surface support ship
operating a GPS satellite navigation receiver for absolute positional information.
The transponders were equipped with anchors (175 kg) to secure them to the ocean
floor and to constrain the horizontal movement during descent (sink rate of
approximately 1 m/s). Once anchored, they were buoyed up above the anchor on
100 m lines with 130 kg of hard floats to limit horizontal movement and to insure a
well separated bottom bounce. They operate by detecting a unique interrogation
frequency and answer with a 3 ms reply at 12 KHz with a source level of 190 dB re
1 xPa at 1 m. The recognition delay time is 0.5 to 3 ms depending upon the sigh.i
to noise ratio of the interrogation pulse (Boegeman, 1988]. Due to the proximity of
FLIP, the absence of other local high frequency ambient noise sources and the
manual control of the signal level on the interrogator, a constant delay time of less
than 1 ms was assumed.

The interrogation pulse was sent from a transceiver mounted on the bottom
of FLIP (90 m in depth). The pulse level was adjusted manually above the ambient
noise for consistent transponder replies. The pulse was triggered by either a chart
recorder to navigate FLIP or by an interrogation circuit to navigate the array. The
chart recorder trace, set on a one second sweep rate, displayed the 12 Kliz
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Figure 2.1 Navigation overview. The navigation system consists of three bottom moored
transponders in an equilateral triangle about FLIP and the vertical array. The transponders are
designated by color: red, green and blue. The initial xyz coordinates of the transponders and of
the FLIP interrogator are indicated.
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Figure 2.2 Travel time acquisition. The 12 array navi gation receivers each detect four pulses
during a 65.536 s navigation cycle. The normalized correlated receiver outputs are shown dur-
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(c) represent the detected replies of the three transponders, arriving at the deepest receiver first
and traveling up through the water column to the shallower receivers. The last panel (d) is the

detection of the 12 KHz pulse transmitted from FLIP traveling down the array, with a surface
reflection arriving about 120 ms after the direct pulse. The small x's represent the valid data
window. The start time is indicated at the top of each panel.
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transponder reply amplitudes in a 500 Hz band with a transmit/receive delay time
of 0.1 ms. Each transponder was interrogated individually to facilitate
identification and transmitted a reply pulse once per second for 45 seconds. Since
the FLIP transducer was alsuo used as an interrogator for the array navigation
system, only one system was operable at a time; consequently the FLIP navigation
data were recorded only once an hour during the sea test. Round trip travel times
for navigating FLIP were measured by hand from the chart recorder output with an
estimated RMS error of 2-3 ms.

The 900 m array was deployed vertically from FLIP with a 420 kg weight
attached to maintain a nearly vertical orientation. The array navigation subsystem
was composed of 12 hydrophones with 75 m spacing monitored by 12 individually
programmable processors. Each of the 12 processors contained tuned navigation
receivers designed to detect the 12 KHz transponder reply in a 200 Hz band with a
-6 dB minimum signal to noise ratio. Once per minute the transceiver on FLIP sent
out 4 pulses: three unique transponder interrogation pulses followed by a 12 KHz
pulse for depth ranging. The 12 KHz transponder replies (3 ms) and the 12 KHz
depth ranging pulse from FLIP (10 ms) were recorded in series as a one bit output
every 0.4 ms by each of the array navigation receivers. The interrogation sequence
clock was synchronized with the array timebase and recorded every 128 ms.

To calculate the travel tinie, the time of the transponder return must be
determined relative to the time of the interrogation. The signal which initiated the
interrogation sequence was found by linear interpolation of the interrogation
sequence clock. The leading edge of the return pulse was found by recreating each
of the navigation receiver time series, and correlating these binary time serin< with
a pulse replica which depended upon array receiver noise and level of detection. A
one second time interval of the normalized correlation output from each array
section is shown for each transponder in Figure 2.2. The correlated arrival across
the array of each transponder reply is evident; interference and noise are aiso
evident. To reduce the chances of detecting a noise spike or multipath return
rather than the direct transponder reply, a window was invoked for each expected
return during which time the data were considered valid, as shown by the small x's
in Figure 2.2. The window was allowed to track the replies as the arrival time
shifted with array movement. The travel time from the transponder to the array is
the difference between the departure time of the interrogation pulse and the arrival
time of the transponder reply at the leading edge of the correlated signal minus the
travel time from FLIP to the transponder and the constant system delay times.

The accuracy of the travel time measurements from the hattom
transponders tn the array was dependent upon factors which affected all receivers
similarly as well as [actors which varied with each array receiver. The factors with
similar effect were the ambient ocean noise in the 12 KHz band which has a typical
level of 30-40 dB//uPa/VHz and the transponder performance which introduced
timing errors [Sotirin and Hodgkiss, 1989]. The factors which varied with receiver
were the drift in the array clock phase lock loop circuitry which introduces small
sampling time errors, the FLIP to transponder travel time measurement error (the
resultant error in array to transponder range increases as depth decreases) of order
1.5 ms, and the noise and detection threshold of the array receivers. The variation
in receiver error [Sotirin and Hodgkiss, 1989] is confined for the most part to a
mismatch in detection threshold due to the temperature sensitivity of the
capacitors and high failure rate of the inductors in the tuned navigation filters.
This variation was estimated at 2 ms during laboratory tests of the frequency
sensitivity of the tuned filters and by examining the length of the transpondey
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replies. Estimated accuracy for the array travel time measurements depends upon
the receiver and the depth of the array but is typically 2-3 ms. The accuracy of the
depth measurements is affected by the ambient ocean noise, the transmitter and
detector noise, the detection threshold and the strength of th~ tranemission.
Measutement error e ihie wravel times corresponuing to array dipths is estimated
by calculating the mean standard deviation in 10 sample segments to be <1 ms.

2.4. POSITION ESTIMATION

In this section we determine where the three bottom transponders, the FLIP
transceiver and the array elements are in 3-dimensional space using the travel times
described in the previous section. The general problem of fitting model functions
and parameters (spatial positions) to data (travel times) appears in many areas of
applied science: as parameter estimation, regression analysis, inverse problems,
filtering, process identification, and as an optimization problem in numerical
analysis. Noise in the travel time measurements demand that sufficient data be
collected to overdetermine the solution, requiring some kind of approximation
method.

To approximate the solution, an optimization problem is defined to
minimize differences between model predictions and actual measurements. The
function relating predictions and measurements is determined by the problem
structure and the error distribution. One approach is to minimize the differences
with respect to a matrix norm. Analytically, the most viable choice is the [, norm
resulting in the familiar least squares solution. If the errors are independent and
distributed normally with a constant standard deviation then the [, norm coincides
with the maximum likelihood solution. The least squares solution magnifies the
effect of large errors and if the errot distribution contains many outliers, the [,
norm solution as described by Gill, Murray and Wright [1981] and implemented by
Duckworth [1987] is an attractive alternative. Although the [, solution is more
robust in terms of outliers, these errors continue to affect the solution, and an
alternative approach is to remove the source of the large errors.

The navigation problem discussed here has been implemented in terms of
the least squares method. The transponder net was localized separately to allow
accurate real-time array navigation. The FLIP travel time measurements used for the
transponder localization are very consistent ard possess no large errors having
been selected and verified by hand. Apriori knowledge of array mcasurement
errors did not justify deviation from the assumed normal distribution. In the
remainder of this section, a general description of the least squares formulation is
followed by the specific details of implementation for the array navigation problem,
The effect of specific types of errors are simulated and results are presented.

2.4.1. Least Squares Formulation

The FLIP, array and transponder positions were estimated by a nonlinear
least squares method. The problem is to find the set of model parameters (spatial
positions), given a set of measurements (travel times) plus noise. The least squares
estimator identifies a realistic set of parameters by minimizing the sum ot the
squared errors, with an error defined by the difference between the model estimate
and the measurement. For the set of measured data x; (travel times), and the set of
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parameters

a; (spatial positions) which determine the model esumate x,(a;: j=1,N) (referred to
as X or X, ), the least squares formulation is written as
Lo M [X _ X ]2 ) A
MIIIZE | p(g a) = V-2t < [x - R]Rx - ] 2.1)
acR k=1 as

where the measurement errors are uncorrelated with identical variances ¢2 and R is
#’L. The error function F(X; a) (designated as F), is minimized when the gradient g
of F with respect to the model parameters is zern,

IF o _gTRVIE
2 2x - X]'R 2~ 0. (2.2)

In general, a closed formed (one step) least squares solution exists provided
the set of equations is linear. For the array navigation problem however, the
nonlinear mapping from measurement space to parameter space necessitates an
iterative implementation. One such implementation is to approximate the smooth
nonlinear functions described by F with a linear form of the Taylor's series
expansion about an initial position a;. In the immediate neighborhood of a;.

N o N oF
F(x.a + hp) = F(X;a;) + jzlhpj?‘jlal

where h is a scalar, and p,, is a direction vector guiding the search fer a minimum.
In terms of the iteration step the notation may be written:

Fn+| = Fn + hngrz—pn (23)

where g, is the gradient of F at X,. An acceptable minimum for F is obtained by
calculating the estimate X from an initial "best guess" for the parameters a,, then
developing a prescription which improves this initial guess, updating the
parameters until specified convergence criteria are satisfied. A typical prescription
to search for this minimum is to calculate X from a,, F, from %, and x, and
complete the following steps:

(1) Compute a vector, p,,, Wil 1S Lue sedltin duecucit.
(2) Compute a scalar step length, h,,.

(3) Update the estimate of the parameters. Set
A, —a, + h,p, hen+l

(4) Test for convergence. Calculate the forward problem, which
determines current estimates X, of the measurements x from
current estimates of the parameters a,. Evaluate F, and F,,_, with
respect to the convergence criteria. If the conditions for
convergence are satisfied, the current value of a, is considered
the solution; if not, iterate by returning to step 1.

To implement thi> prescription, the choice of convergence criteria, search
direction and step length must be considered; particular choices relating to array
navigation will be specified in the following section. In an optimization problem,
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the value at the minimum is generally not known and convergence criteria must be
developed to bound the number of iterations while insuring that the resulting
solution is sufficiently close to the real minimum. Specific criteria are defined by
evaluating the magnitude of the gradient, the magnitude of the squared error, and
the relative decrease in squared error with respect to acceptable tolerances o as
follows:

Heg, Il <&
F <o,
O F, 1 F<y

. . }
number of iterations > '
4

Combinations of the above criteria determine convergence. The rate of
convergence depends on the specific minimization algorithm, the initial estimates,
and the error surface. The resulting minimum point could be cither global or lucal.
In general there are no sure methods for finding global minima, so the accuracy of
the initial guess is important.

Consider the iterative step in the direction of search p. In the univariate
case, the only possible directions are positive or negative. As the number of
dimensions increases, even to two, the number of possible directions is infinite.
Search direction procedures are typically direct search methods or gradient search
methods with the constraint that p be a descent direction. [terative secarch
procedures having the general form of . (2.3} lend themselves easily to gradient
search methods. To define the gradient scarch, if g, is non-zero, there must exist a
vector p, such that gJp, < 0. If p, is defined as -g, and the gradient is nonzero,
this direction is clearly a descent direction; the algorithm is recognized as the
steepest descent method. It follows from Eq. (2.3) that for any small positive step
size h, F,,, < F,. Since p, is in the direction of decreasing F, convergence is
guaranteed provided h, is chosen so that F is "sufficiently decreascd” at cach
iteration. To be appropriate, h, must be small enough to locate the minimum
precisely and satisfy the immediate neighborhood constraint of Eq. (2.3}, and at the
same time large enough to secarch efficiently. The existence of guaranteed
convergence of the algorithm does not imply that convergence will be achieved in
an acceptable number of iterations. A common method used to define h is to
follow the steepest descent gradient for the current iteration to « minimum. This
dictates that the next search direction be nearly orthogonal to the current direction
g P, — 0. It has been shown that the directions generated by this method
asymptotically converge to only two directions for many problems [Sorenson,
1980}, increasing the number of iterations immensely. This situation may be
avoided by constraining the step size to be less than that required to reach the
minimum in the current search ditection. Although the rate of convergence of the
steepest descent algorithm is known to be less than other methods [Gill et al, 19811,
the method is numerically stable and produces efficient results for the navigation
problem considered here.

[
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2.4.2. Implementation

We discuss implementation of the general nonlinear least squares method
described above for the transponder and array navigation. The ingredients
required for a least squares problem are: (1) the measurements x, travel time
detected at the array and at FLIP, (2) the initial estiinates of the model parameters a
represented by FLIP, array and transponder xyz positions, (3) the mapping function
from measurement space to parameter space which calculates the estimates & from
the parameters, and (4) the measurement errors o. Although the general
prescription is the same for the transponder localization and for the FLIP/array
localization, there are differences in the implementation. In the following, the
explicit inputs and implementation of the transponder localization are specified
and the differences relating to FLIP and the array are discussed separately.

Transponder Localization: The two-way travel times between FLIP and the
transponders were used for transponder xy position estimation. Normally data
from an extensive surface ship survey would be available for localizing the
transponders [Spiess, 1985; Smith et al, 1975]. Although such a survey was
conducted during the experiment, the data were not complete due to extreme noise
levels of the surface ship; instead the data recorded by the FLIP navigation system
was used. The FIL/P data set defines a survey configuration which is not optimat,
however, the extended time series and low errors of the FLIP measurements
increase their reliability over the other available data sets. The unconventional
geometry of these measurements imparts a rotational symmetry to the problem, as
FLIP was moored in the center of a roughly equilateral triangle defined by the
transponder positions. This physical constraint limits the amount of independent
xy information which is contained in the measurements and tends to destabilize the
problem. Our results were achieved by choosing well-constrained initial estimates
of the xyz positions described below, by fixing the z component during the xy
iteration, and by perturbing the FLIP positions independently of the transponder
positions. In terms of Eq. (2.1) and (2.2), the model parameters a;, j = 1, N, are the x
and y positions of the FLIP transceiver and the three bottom transponders; these x
and y positions define the horizontal projection of the slant range from a specified
transponder to FLIP which is designated as X;, k = 1, M. The measured travel times
are converted to horizontal projections designated x,, k = 1, M, using the sound
speed profile and the fixed z components as shown below. The number of
horizontal projections, M, is 3 for the FLIP perturbations and 424 for the
transponder perturbations.

The conversion from the time domain to the space domain is dependent on
the sound speed profile between the specified depths. Assuming a constant sound
speed and therefore a straight line path, and expanding the x;'s for illustrative
purposes, the measured travel time is related to the xyz position as:

. i
measured travel time = = [ slant range |

1
slant range = [ (x, = )7 + (v, = y,)" + (2, — 2,)° ]"

1
5 o

horizontal projections - [(slant range)” - (o2) 17 = {(x; = x,)7 + (v, - ¥,)7]

-

X, = *l\

where c is the sound speed, x,, ¥, z, represent the transmitter position and x,, y,, z,
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Figure 2.3 Array navigation receivers and sound speed profiles. The array was deployed at
;hree nominal depths during the September 1987 experiment. The sound speed profile is used
in the conversion from travel times to spatial position. This profile was calculated from CTD
data (0 - 4900 m depth), and is shown with three profiles calculated from XBT data (0 - 700 m
depth) chosen to illustrate the variation in sound speed in the upper ocean layer. The 12 amray
sections are each 75 m in length, with 10 receiving hydrophones spaced at equal increments.
The navigation hydrophones are located ad jacent to array section pre- ;ure cases. The data
from one receiver per array section (H5) was recorded during the experiment.
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represent the receiver position. Sound speed is not constant in the ocean
environment and a varying sound speed profile refracts acoustic energy, however
under certain conditions the harmonic mean, defined below, may be used with
minimal error. To estimate the travel time differences due to refraction effects, the
configuration parameters of the September experiment were specified and
employed as inputs to the Generic Sonar Model (GSM) [Weinberg, 1985). The GSM
used generalized ray theory to calculate the ray path and travel time between a
transmitter-receiver pair by assuming a sound speed profile with iayers of constant
gradient. The simulation results are presented in Table 2.1 which shows the travel
time between an estimated transponder position and the array fcr a 12 KHz signal
as a function of range, depth and sound speed profile. The first column represents
the results generated by assuming a constant sound speed of 1500 m/s throughout
the water column. The second column used the harmonic mean, calculated by
numerical integration of the layered sound speed profile over depth to estimate
travel time which is then converted to speed,

(21 = 20)

o dz
f C(z)

Zr
The C(z) profile used in the equation above is shown in Figure 2.3 and was
calculated using the Unesco equations [Fofonoff and Millard, 1983] relating
conductivity to practical salinity, sound speed to salinity, temperature and pressure,
and pressure to depth. The conductivity, temperature and pressure measurements
were obtained from a surface ship on Julian day 267 at 2243 GMT within one
nautical mile of the FLIP location. Sound speed profiles in the ocean are typically
very stable below the thermocline over the time period of the sea test. The

diversity in temperature at the surface however imparts temporal variations in the
sound speed profile.

Travel time vs. sound speed, depth and range: Source depth = 4573m, Frequency = 12KHz |

Horizontal Receiver GSM Travel Time predictions using:
Range Depth Constant historic harmonic deep ctd k
profile (1500m/s) profile mean
meters meters seconds
2000 90 3.2724 3.2740 3.2733 3.2733
2600 3.4546 3.4563 3.4556 3.4555
2000 400 3.0848 3.0839 3.0834 3.0833
2600 32774 3.2765 3.2759 3.2758
3000 - - 3.4243 3.4241
5000 4.3387 4.3382
10000 - - 7.2181 7.2152
2600 1600 2.6325 26184 26175 2.6174
2600 2800 1.0972 1.0726 1.0717 1.0716 B

Table 2.1. Sound speed impact on travel time predictions.

Temperature measurements were acquired from expendable bathythermograph
(XBT) casts deployed from [FLIP twice a day (hroughout the experiment.
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Temperature data were converted to sound speed and decimated to maintain
consistency with program inputs. This conversion utilized historical salinity data
[Churgin and Halminski, 1974] and was implemented by means of the following
equation [Clay and Medwin, 1977}

c= 14492 + 46T — 0.055T2 4+ 0.0002973 + (1.34 - 0.10T)S — 35) Q0162

where ¢ = sound speed (m/s), T = temperature ( °C), S = salinity (ppt), 2 = depth
(m). The maximum difference in the harmonic mean due to time variation in surface
temperatures was about 1.5 m/s (0.1% of the mean speed). This affects the
predicted travel time from a transponder to a receiver at 90 m by about 3 ms (5 m).
An error in the sound speed correction of the measurements, translates into a
larger array element RMS error but does not substantially affect the estimated
position due to the nearly equilateral triangle system configuration. Due to
possible inaccuracies in the absclute XBT measurements, and the robust nature of
the system configuration to errors in sound speed, the profile was considered
constant over time and equal to the CTD calculations. The third column in Tabie 2.1
incorporates refraction effects due to changes in the sound speed profile C(z)
described above. The predictions generated by the GSM indicate that for the
geometrical configuration of the September experiment shown in Figure 2.4, the
error in travel time by assuming a straight line path with a constant average sound
speed is 0.1 ms, therefore using the harmonic mean of the sound speed profile
produces minimal error for the parameters of this experiment.

GPS satellite positions at FLIP and the surface ship during transponder
deployment provided the initial estimates of the transponder xy positions to within
10's of meters. The clement weather which prevailed during the deployment and
the negative buoyancy of the transponders (sink rate of =1 m/s) constrain the final
transponder positions. Initial transponder depths were estimated by subtracting
the transponder anchor line length from the echo-sounding depth measured at FLIP.
The assumption that the sea floor is flat in the immediate area of FLIP was
corroborated by bottom mounted Swallow floats deployed approximaicly two
nautical miles from FLIP. Preliminary Swallow float depth estimates were within 15
m of the depth measured at FLIP [Hodgkiss and D’Spain, 1988].

Once the ingredients for the least squares method have been accumulated,
the xy positions are adjusted until the root mean squared (RMS) error satisfies the
convergence criteria. This is accomplished in several steps by first maintaining
constant transponder positions and perturbing the FLIP positicns to minimize
errors, then holding the current FLIP positions constant while pertuwibing the
transponder positions to minimize errors, then examining the mean squared error
of each FLIP position to determine (via a user parameter) whether it should be
preserved as a viable contributor, end finally repeating the entire procedure until
the convergence criteria are satisfied. The perturbation adjustment is calculated
with p as the negative gradient. The step size is a constant (1.5) unless t'ie RMS
error is less than 1 m at which time the step size begins to decrease; as the
minimum is approached, the step size is calculated as a function of the percent
change in iterated RMS error. The convergence criteria are defined as fcllows: an
absolute RMS error less than 0.15 m, a 0.15 percent change in the iterated RMS
error, or a maximum of 30 iterations. A typical number of loop iterations for
cenvergence of the September data set was 3 for each inner loop and 5 for the
entire procedure, the repetition factor depending on the user parameters. A
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detailed description of the software implementation and its usage is documented
[Sotirin and Hodgkiss, 1989].

The transponder depths were iterated manually by minimizing the
maghnitude and dispersion of RMS error across the array. Increasing RMS errors
across the array was shown by the simulations in the following section to be an
indication of potential transponder depth error. The FLIP data base used to
navigate the transponders was sampled during tidal peaks to discern whether there
was any transponder movement due to tidal forces. No appreciable difference was
observed and transponder movement is assumed to be negligible.

FLIP and Array Element Localization: The localization procedure for FLIP
and the array is essentially the same as just described for the transponders. With
the transponder positions known, the FLIP and array element navigation may be
calculated in real time.

The iuitial xy positions for FLIP and the array elements were estimated from
GPS positions after FLIP was moored (Julian day 255). Because FLIP's position was
maintained by a 3-point moor, the same initial xy position was used for each FLIP
position throughout the test. If the initiel xy position must be estimated without
GPS or if the receiver is not moored, a geometric estimate may be obtained from the
transponder slant ranges. The depths of the array elements were measured to
within 1.5 m by the high frequency transmitter mounted on the bottom of FLIP. The
12 KHz signal was received by each navigation receiver without exception, however,
there were indications of slight interference in the variability of the arrival time of
the resulting correlated output. The array was deployed under 420 kg of tension to
maintain verticality and constrain the depth parameter. A 1.5 m error in array
depth, because this input is a fixed parameter in an equilateral configuration,
translates into less than 0.5 m of error in the xy positions of the array but changes
the RMS error by as much as 2.5 m.

The noise in the travel times measured at the array is greater than the noise
in the hand-picked data measured at FLIP. To improve the data quality, various
averaging, thresholding and interpolation schemes were incorporated in the
processing software. Should a receiver not detect a return, or if the detected return
is not within specified thresholds for range and depth variability, various
interpolation/extrapolation software options may be specified. Prior to the least
squares iterations, the data may be smoothed with a running average filter. The
travel time measured at the array represents the time from FLIP to the transponder
to the array. Therefore, the travel time measured at FLIP is interpolated and
subtracted from the array travel time to provide the transponder to array travel
time required by the least squares procedure.

2.4.3. Simulations

Simulations were conducted to examine the array position sensitivity to
errors in the transponder and FLIP positions. The spatial configuration shown in
Figure 2.4 simulates the September sea test; FLIP is centrally located in the
transponder network (identified by colors) and the array is directly under FLIP. The
transponders, FLIP, and the array are initially assigned to known positions with
slant ranges as shown. Individual transponder positions were perturbed and the
resulting array shape and relative errors were examined. These tests were
conducted first with the array in a vertical orientation, that is the array element xy
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Figure 2.4 Spatial configuration for navigation during the September 1987 sea test. The es-
timated positions of FL/P and the 3 bottom transponders (red, green, blue) measured hourly
over 18 days are shown in plan view. The FL/P mooring lines are represented by arrows, and
the slant range (s) and horizontal projection of the slant range (h) are indicated in meters from
an arbitrary FLIP xy position (2400,3200). Transponder bascline distances are indicated in

meters.
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positions were identical to those of FLIP, and then with the array straight but tilted
2° vertically at 225° azimuth. Zero mean gaussian random errors (o? = 3) were
added to the array travel times with no appreciable changes. The final simulation
configuration perturbed the FLIP position. Because the array measures travei times
of rays which originate at FLIP, errors in the FLIP parameters map into array
positional errors.

The simulations provide an understanding not only of the error magnitudes
but also of their dispersion across the array. With a +25 m perturbation in the x or
y transponder positions, the effect on the initially vertical array is a horizontal
translation in the direction of the transponder with no relative array positional
errors. If an error is introduced in the z transponder position, the array is
translated and tilted. Figure 2.5a shows the effect on the array as the blue
transponder is perturbed by 100 m errors individually in x, y and z and finally
simultaneous 100 m errors in x, y and z. Figure 2.5b shows the effect of
transponder depth errors. Each transpcnder depth was increased and decreased
individually by 10 m and 25 m. The dot in the center of the figure is the navigated
array position with no input errors; with a decrease in transponder depth, the input
slant range appears to be too long and the array is translated in a direction away
from the transponder (notated by o’s on the plot) and tilted slightly. An increase in
transponder depth operates similarly except in a direction toward the transponder
(notated by x's on the plot). The results of the simulations for the positive
perturbations with an initially straight vertical array are compiled in Table 2.2. The
columns indicate which parameter has been perturbed and the amount of the
perturbation, the translation and percent change in horizontal range calculated for
the FLIP position, system tilt and position RMS error (VF in Eq. 2.1). The RMS error
is shown as a single number if the difference in error across the array was less than
0.1 m; when two numbers are shown, they indicate the error at FLIP and the bottom
element of the array. By examining the FLIP translation and RMS error for the x and
y perturbations in Table 2.2, it is clear that the x position is controlled by the red
and blue transponders and the y position is controlled by the green and blue
transponders (Figure 2.4). The difference in RMS error between the 3 transponders
reflects thc percent deviation from original slant range. The dispersion in RMS
error was used to iterate the transponder depth. This can be seen, for example, in
the results of the red depth perturbation which yields an RMS error at FLIP of 18.13
m, monotonically decreasing to 13.48 m at the bottom of the array. The array and
FLIP positions are more sensitive to errors in transponder depth (60 to 70% of
perturbation) than to errors in transponder horizontal (xy) position (<35% of
perturbation). To demonstrate this sensitivity dichotomy, with FLIP at a known
position x,y from a transponder, the FLIP translation T, due to an error &, in
transponder depth and the translation T,, due to errors ¢,andé, in transponder xy
position are:

T, = h — s sin(cos~'((d+5,)/s))
1
Ty = h = 1(x - 6x)" + (y = oy)’)?

where h and s are the horizontal and slant ranges respectively (Figure 2.4), d is the
difference in depth between the base of FLIP and the transponder, x is the
component of h in the x direction and y is the component of h in the y direction.
FLIP is constrained by the experimental configuration to move approximately along
the line defined by the horizontal projection of the slant range between the
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Figure 2.5 Error simulation results. The effect of errors in the transponder positions on the
shape and position of FLIP and the array are shown in plan view. (a) Effect on the array as
the blue transponder is perturbed by 100 m errors individually in x, y and z and simultaneous
100 m errors in x, y and z. The erors in transponder x and y positions translate the array, er-
rors in transponder depth translate and tilt the array. (b) Detailed demonstration of the effect
of transponder depth errors. Each transponder depth was increased and decreased individually
by 10 m and 25 m. The dot in the center of the figure is the navigated array position with no
input errors; with a decrease in transponder depth, the array is translated in a direction away
from the transponder (notated by o's on the plot) and tilted slightly. An increase in tran-
sponder depth moves the array in the opposite direction (x’s on the plot).
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perturbed transponder position and FLIP (Figure 2.5). To quantify these
translational errors, a 4, of +25 m in the red transponder depth resulted in a 58 m
FLIP xy position translation, and a ¢, of +25 m in the red transponder x positicn
resulted in a FLIP xy position translation of only 22 m, illustrating that FLIP position
is more sensitive to crrors in transponder depth than to errors in transponder xy
position.

An error in transponder position, when the array is tilted, will distort the
vertical and azimuthal array orientation as well as impart a horizontal translation.
A tiltad array will chow a horizontal transiatior comnarzk'e *o the initially straisht
array but with azimuthal and vertical rotations. The vertical angular change is
similar to that of the straight array for depth perturbations and small but noticeable
for horizontal perturbations. The azimuthal angular change is larger, for both
horizontal perturbations (0.3° tilt) and depth perturbations (14° tilt).

An error in a FLIP slant range also translates into an array positional error.
An error which increases the slant range moves FLIP away from the transponder and
the array closer. It also induces a tilt in the array making the bottom closer to the
no-error position than the top, with a corresponding decrease in RMS error from the
top to bottom of the array. Table 2.2 shows the results of the simulation for +25 m
errors in the three transponder slant ranges to FLIP. A transponder slant range
error 6, before iteration creates a translation error:

T,=h— Vh?_ 25— 6

where h and s are defined above. An error o, of +25 m in the red transponder slant
range vyields a translation error 7, of 62.3 m prior to iteration.

These simulations quantify the mapping from slant ranges to xy positions.
The adjustment direction is dictated by the measurement direction (horizontal
range direction) not the model parameters (xy directions) nor the error direction.
The positions of FLIP and the array are more sensitive to errors in transponder
depth and FLIP slant range than to errors in transponder horizontal position. This
sensitivity is attriouted to the constraint of fixed array depth (negligible
measurement errors) necessitating an assignment of the error to the horizontal
projection. These errors are magnified and dispersed across the array. It was this
dispersion which was used as a criteria for convergence during the transponder
depth iteration.

2.5. DATA ANALYSIS

The motions of FLIP and the array are analyzed to determine the navigation
accuracy, the extent of movement and possible forcing functions driving the
system. The data consisted of the GPS satellite positions acquired at FLIP,
estimated FLIP positions spanning a period of 18 days with one hour samples, and
estimated array element positions at a nominal depth of 850 m spanning a 24 hour
period. The GPS positions acquired aboard FLIP provide an independent
verification of the estimated FLIP positions derived using the least squares method
(Figure 2.6). The GPS positions in latitude and longitude were converted to meters
from the least squares origin by calculating the local radius of the earth as follows
[Stacey, 1976]:
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where x is the E-W distance, y is the N-S distance, r, is the earth’s radius at the
position latitude, #(lat) is the difference in latitude between the position and the
origin, &(long) is the difference in longitude, lat is the latitude of the position, a is
the earth’s equatorial radius and ¢ is the earth's polar radius. The observed 10 m
RMS deviation between the GPS and navigated FLIP positions is reassuring. FLIP
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Figure 2.6 Comparison of GPS satellite and acoustic navigation. FLI/P GPS positions are
compared to those estimated by the least squares navigation. The large symbols represent the
GPS positions while the corresponding small symbols represent the estimated FL/P positions.
A bias correction, attributed to drift of the transponders during deployment, of 24.5 m was ad-
ded to the NS estimated positions and 1.2 m to the EW estimated positions. The RMS differ-
ence between GPS and acoustic navigation positions is approximately 10 m.
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Figure 2.7 Error distributions. The error distributions shown for (a) FLIP and (b) array navi-
gation receiver #8 are independent as illustrated by a runs test and gaussian at a 0.05 level of
significance. The high transponder errors shown in the 6 m bin of (b) are due to transponder
detection of multipath propagation.
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positional errors are independent and distributed normally at a \* 0.05 level of
significance with zero mean and a standard deviation of 1.1 m. Array positional
errors may deviate from a normal distribution depending on the nature of the
transponder and receiver errors, however considering a receiver with low errors, a
gaussian distribution of 2.9 m mean and 0.8! m standard deviation may be
compared at a 0.05 level of significance. Receiver detection threshold mismatch,
tuned filter drift, sound speed errors and errors in the FLIP position, as described
earlier contribute to the mean. FLIP and array error distributions are shown in
Figure 2.7.

The motion of FLIP (Yigure 2.8) i< primarily controlled bv the local wind
field, the tides and tire tension on the mooring lines. The low frequency movement
of FLIP is driven by the local wind, primarily from the north during the entire
experiment. The wind speed has a high negative correlation with FLIP N-S positions
and to a lesser cotrelation with FLIP E-W positions. At 35° N latitude the tidal cycle
is sen.idiurnal and appeecs as a prominoiit component in the FLIP time series. The
tidal component 1 the E-W displacement lags 2 hours behnind the M-S componen
producing a clockwise rotation. This rotation is also secn in the calculated ridal
velocity ellipse (Figure 2.9) which lag: the displacement by 90°. The tidal velocity
ellipse, which includes contributions from both the barotropic and bharoclinic
modes, is comparable to simultaneous estimates of the current field recorded by
current meters deployed at 50 m and 100 m below the water surface from FLIP .
Although the current meter measurements are relative to FLIP, the tidal componen:
is four times as strong as the constrained FLIP component and leads in phase du~
to FLIPs massive structure and the mooring line constraints.

The motion of the array (Figure 2.10) is controlled by the tides, the motion
of FLIP, and possibly by internal waves or higher frequency surface motion that is
unresolved in the FLIP data set. The longest period movement of the array was on
the order of days and was driven by I'LIPs response to the wind. This is inferred
by the fact that the top array position was normally within a 30 m horizonta! slant
range of FLIP which traveled over 300 m during the 18 days (within 20 m in Figure
2.12). The tidai cycle is evident as a 12 hour oscillation in the 24 hour time series
and as the 0.083 cycles/hour peak in the spectrum (Figure 2.11).

Higher freauency array oscillations appear in the expanded time series in
Figure 2.10 ¢) and d), but are not stationary over the 24 hours and all but disappear
from the spectruni during the averaging process. Although ihe sample to sample
motion of the array is on the same order as the errors, the errors are independent
and gaussian, therefore, we belicve the fluctuations which occur with periods from
15 or 20 minutes to 2 hours are due to array motion. Modeling the array as a
simple pendulum where the center of mass is derived from four component parts
(uplink wire, array, kevlar and weights), the natural period of oscillation is just over
one minute. The damped natural period for a velocity of 5 can/s is seven minutes
with a damping coeffic'ent of slightly less than critical. Therefore, the high
frequency motions must be due to environmental forcing functions. We believe it to
be a combination of two processes: the coupling of the array to the surface and the
array response to Inw order modes of the internal wave field. The motions whose
periods are from tens of minutes to many hours (Vaisald frequency in the N Pacific
is about 20 minutes near the surface) and whose horizontal velocities of 1-2 ¢'1/s
are reasonable for a constrained inteinal wave response [Garrett end Munk, 197¢
where typically horizontal currents are abbout 5 ¢im/s and horizontal current spectra
i~ dominaied by the lower arder modes [Pinke!l, 1989]. The motion spectrum does
not show a peak at the local inertial frequency [Munk, 1981] nor an . energy
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Figure 2.11 Spectrum of array motion. For receiver (a) x-position and (b) y-position, the
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dependency [Hu and Niiler, 1987] between the inertial frequency (0.048
cycles/hours) and the Vidisala frequency common in internal wave energy spectra.
This characteristic shape is apparently filled in by the coupled response to surface
generated motions.

The array shape during the first hour plotted in Figure 2.10 ¢) and d) is
illustrated in Figure 2.12. The array is nearly straight much of the time with a
maximum deviation of less than 5 m across the 900 m aperture. The horizontal
deformation in the figure has been exaggerated for clarity, extending 50 m in the
horizontal compared to 1600 m in the vertical. It is apparent that the array exhibits
a more active response (presumably due to internal waves) than FLIP by examining
the extent of FLIP motion compared to that of the array during the same time
period. The array moves over four times the EW distance covered by FLIP during
the hour plotted in Figure 2.12.

2.6. CONCLUSIONS

The least squares method was implemented to convert measured travel time
data to spatial positions for FLIP and a 900 m vertical array by assuming a harmonic
sound speed and normally distributed errors. Navigated FLIP positions (mean = 0.5
m, s = i.1 m ) agree with positions obtained from GPS satellite navigation to within
an RMS error of 10 m. A mean error as small as 2 m with a standard deviation of
0.8 m was obtained for array element position, however each receiver displayed a
unique error distribution presumably due to variations in the array detectors.
Array positions were found to be particularly sensitive to errors in FLIP position
and transponder depth. This was demonstrated by simulation to be a result of the
optimization constraints. Iteration of array depths and incorporation of a more
accurate sound speed correction has shown promising preliminary results by
reducing the mean RMS array element error to less than one meter, while leaving
the estimated positions within 0.2 meters of the positions presented here. The
navigated pcsitions are tied to an absolute frame of reference using transponder
GPS locations and the absclute positions are substantiated by the GPS positions at
FLIP and the high negative correlation between FLIPs N-S component and the wind
speed. FLIPs position was driven by the winds and tides bu. was constrained to
approximately a 300 m range by a 2-point mooring. The array position was driven
by tidal motions at a semi-diurnal period and apparently by internal waves and
coupled surface wave motion at higher frequencies. Array high frequency motions
were up to a factor of four larger than FLIP motions aithough the array normally
maintained a vertical orientation to within a tilt angle of 2 degrees and remained
within a 30 m range of FLIP.
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Chapter 3

ON ARRAY PERFORMANCE: A METHODOLOGY OF
SYSTEM CALIBRATION AND NOISE IDENTIFICATION

3.1. ABSTRACT

The assumption that acoustic array measurements are a true reflection of
the oceanic noise field can lead to misinterpretation of the data collected.
Characterization of the array self noise levels and knowledge of individual element
amplitude and phase responses are required to assess the results with confidence.
In recent years emphasis on low frequencies and high resclution has led to the
development of large aperture arrays with many elements. Establishing individual
element calibrations and system noise levels of these arrays is not easily achieved
in the laboratory environment due to facility and time constraints. Therefore, a
series of tests are suggested to assist in the identification of system noise sources
in such an array using a combination of oceanic ambient noise measurements and
limited laboratory measurements. An in-situ element calibration is also discussed
which compares magnitude estimates from two independent methods and generates
a phase error curve. These methods are somewhat limited by incomplete
knowledge of the environmental parameters and the statistical nature of ambient
noise. Results are demonstrated using data collected by a large aperture vertical
array deployed from the research platform FLIP in the NE Pacific.

3.2. INTRODUCTION

Acoustic atrays arc commonly used to study many aspecis of the ocean
environment such as propagation effects, background noise, decp scattering layers,
internal wave fields, and bottom characteristics to name a few. Interpretation of the
data collected by such arrays must be viewed in terms of the array characteristics.
All to often however, for data processing expediency, the characteristics of the
array are assumed to be inconsequential and the effects of the instrumentation are
not considered. This unrealistic attitude may lead to unsubstantiated conclusions.

The theoretical effect of element failure and random amplitude and phase
errors on atray sidelobe level has been examined by other investigators [Ramsdale
and Howerton, 1980; Quazi and Nuttall, 1979; Quazi, 1982; Nuttall, 1979] and should
there be element failures, algorithms for optimal reshading exist [Sherrill and Streit,
1987]. However, techniques for estimating these errors are not typically discussed.

Error sources must be realistically identified in order to separate the
desired signal from the measurement. The measurement encompasses the
hydrophone input modified by the channei response plus system noise. Qur
experience has been that catastrophic element failure occurs seldomly in real
applications and post processing of array data must include criteria to identify
elements with low performance, and evaluate their effect with respect to the
application. The amplitude meas:rement of the incoming signal may be corrupted
by a variety of factors including variable hydrophone sensitivities, inaccurate gain
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amplifiers, quantizing errors, saltwater leakage, cable response, crosstalk, ground
loops and digital switching noise. The phase measurement of the incoming signal
may be modified by the element location, the phase response of electrical
components and cables, crosstalk, switching noise and timing errors.

The purpose of this paper is to present a methodology for characterizing
large aperture array system noise and estimating channel amplitude and phase
responses using in-situ data. The methods recommended are applied to data
collected by a 900 m, 120 channel acoustic array which was deployed vertically
from the research platform FLIP in the Northeast Pacific during September 1987.
Laboratory tests were minimized because of the large number of channels, the size
of the array and time and facility constraints. Array system noise is characterized
using ambient noise data collected during the experiment and when possible
verified by subsystem laboratory tests. To estimate channel amplitude and phase
errors, ambient noise and a series of narrowband signals transmitted from a known
location with known source level were used.

3.3. SYSTEM DESCRIPTION

Array description with regard to system performance must address the
physical and electrical attributes of the signal path. Utilizing in-situ data places the
individual array elements in an almost constant temperature and pressurc
environment however the response of exposed components to the lower
temperature and higher pressure must be considered. Physical layout of the signal
path must also be considered for potential cross-talk, grounding and noise
~nntamination  Design ampliiude and phase characteristics for individual filters,
amplifiers, cables, converters, etc. should be recorded. For coherent processing, the
timebase in the array must be accurately calibrated and system delays accounted
for.

The array addressed in this paper was composed of 120 elements separated
physically into 12 hose sections each containing 10 eiemenis spaced 7.5 meters
apart with the first and last elements being 3.75 meters from either end of a hose.
The sections were terminated at processor pressure cases which contain the
electronics to process the data from the 10 physically closest elements. Therefore,
electrically the elements in a single hose section were associated with two
processors. The data stream originated at the hydrophones. It was amplified,
filtered, converted to a digital signal, reformatted and finally transmitted to the
surface where it was recorded on magnetic tape in real time. A detailed description
of the entire array system is found in [Sotirin and Hildebrand, 1988].

One section of the low frequency signal path in the array is shown
schematicaily in Figure 3.1. The power for the analog components is supplied by 12
individual section switching power supplies whose 5 VDC, 250 ma input is supplied
by the 350 VDC, 4 A high power line running the length of the array. Array
elements consisted of the transducer, preamplifier, anti-aliasing filter and
differential line driver. The transducers were composed of two Aquadyne AQ-1
hydrophones wired in series to increase the sensitivity to a nominal -197 dB re 1
V/uPa each with a 12 nF capacitance at mid ocean depths. The hydrophonc output
is amplified by a very low noise FET with 40 dB of fixed gain and a low frequency
cutoff below 10 Hz. The preamplifier output is filtered by a phase matched, six
pole, low pass filter with a corner frequency of 220 Hz and an in-band gain of 1. A
differential line driver is used to transmit the bandpassed amplified signal to the
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Figure 3.1 Array section schematic. The hydrophonc signals arc amplified and filtered at am-
bicnt temperature and pressure except for hydrophones 4 and S which are filtered within the
processor pressure case to allow detection of 12 kHz navigation signals. The low frequency
acoustic signals are multiplexed, amplified, captured by the sample and hold. and converted to
digital format before being transmitted to the surface.
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processor, a distance of up to 37.5 meters. Each processor receives signals from 10
elements, S from the hose section above and 5 from the hose section below. The
two elements immediately adjacent to a processor are filtered within the processor
pressure case rather than at the element to provide access to the 12 kHz acoustic
information required for navigating the array [Sotirin and Hildebrand, 1989]. All
array element components are subjected to ambient oceanic pressure.

Within the processor pressure case, the element inputs follow a common
path. Each input is selected sequentially by a differential multiplexer, converted
from differential to single-ended, amplified by a programmable variable gain
amplifier (14 to 60 dB), then captured by a sample-and-hold circuit and converted to
12 bit digital form. In digital form the data is less susceptible to degredation by
component response, noise, cross-talk and ground loops. The digital data integrity
is monitored by several counters and synchronization words which are verified
prior to processing. The timing for each processor is controlled by individual
oscillators which are phase locked to a 1 MHz clock signal running the length of the
array. Digital component delays (typically on the order of ns) are negligible at the
500 Hz (2 ms) data sampling rate. The sequential operation of the multiplexer
imparts a deterministic phase shift of wnr where w is the frequency, n is the channel
position (defined in Appendix A) and r is the 0.2 ms sample frequency.

3.4. LABORATORY CALIBRATION

Laboratory tests were minimized due to lack of facilities in which an
environmentally controlled system test could be executed and time constraints.
Tests were performed under one atmosphere pressure and room temperature with
no special electrical shielding. Nominal element calibration was conducted during
array construction and the self noise tests were conducted for a 10 element array
subsection. Typically, these tests are completed prior to the experiment to verify
minimum operating conditions. However, during the September 1987 experiment,
strict ti..:2 ~w.nstraints delayed cumpletion of the tests until after the experiment.

3.4.1. Nominal Element Calibration

Each element was tested individually as it was constructed and the array
hose section assembled. Within a hose section are the hydrophones, preamplifiers,
filters and line drivers for 10 elements. As these electronics are subjected to
ambient ocean pressures during deployment, the individual components used were
pressure soaked and cycled to 8000 psi prior to fabrication. Typical hydiophone
amplitude, phase and impedance responses were measured with respect to
temperature and pressure [Lastinger, 1982]. Before the array is pulled into the
urethane hose section, several tests were conducted to measure the pass band level,
and -3 dB cutoff frequencies of the filters. Data for this test is presented in
Appendix A. The pass band level was measured at 100 Hz by injecting a sinusoid
electronically at the hydrophone input and monitoring the results at the differential
line driver output. The signal is amplified by 40 dB in the preamplifier and
received differentially, adding an additional 6 dB. The noise in this preamplifier
has been measured to be approximately 30 dB re 1 pxPa at 100 Hz in a shielded
controtled environment. The level recorded is in dB referenced to the signal
injected amplified by 46 dB, that is, the setup is designed to output a measurement
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of 0.0 dB for this test. All elements exhibit a pass band level at 100 Hz within +1
dB of the design level except the top element and the bottom element which are
within 1.2 dB.

The high frequency cutoff was designed to accomodate a 500 Hz sampling
frequency. The -3 dB cutoff frequen.y was measured by increasing the frequency
of the signal injected as described above and monitoring the same output. Two
elements in each section are low pass filtered after the signal is received by the
processor to allow detection of the 12 kHz navigaticn pulses. These elements have
an expected -3 dB cutoff frequency at 15 kHz. The remaining elements roill off at
about 220 Hz. The low frequency cut off is about 5 Hz for all elements.

The operating environment at each individual element during a sea test is
stable in temperature (at 3° C) and pressure. The element components sheuld be
invarient when subjected to this environment. The components most likely to
change would be the capacitors. Preliminary pressure and temperature tests were
conducted during which the capacitors were found to be virtually invariant over a
pressure range of 0 to 6000 psi but capacitance values decreased with temperature.
A decrease in capacitance increases the high frequency cutoff, and increases the
potential for aliasing problems.

3.4.2. Electrical Self Noise Level

Laboratory tests conducted to determine the level of the electronic noise
floor in the array were delayed until after the experiment. These tests consisted of
decoupling the inputs to variovs stages of the signal path from the array and
changing specific control options to ascertain the origin and amplitude of the array
self noise. No special precautions were taken to insure the noise integrity of the
array in the lab environment, therefore the data was subjected to a variety of
additional noise sources which would not be encountered in an ocean environment.
The narrow band signals apparent in the spectral plots are not stationary and are
normally identified with an outside source such as machinery magnetostriction
components and ship radar [Anderson, 1989].

The tests were conducted using 10 representative array elements. One
array hose section was removed from the urethane tube and the hydrophone inputs
to the preamplificrs were replaced by equivalent capacitors (channels 6-15). These
10 channels are addressed by two processors; processor 1 (P1) monitors channels
1-10, processor 2 (P2) monitors channels 11-20. The +15 volt power lcads were
removed from the elements whose phones were still connected (channels 1-5 and
16-20). The tests were conductec « y recording data utiiizing the same system setup
as was used at sea [Sotirin anu " .debrand, 1988]. The plots shown in Figures 3.3
and 3.4 are generated by incoherently averaging 46 FFT's (Kaiser-Bessel window, o =
2.5) with 50% overlap which estimates the spectra within a confidence interval of
+1.4 dB to -1.2 dB [Bendat and Piersol, 1971]. Increasing the number of averages to
generate a confidence interval between +0.5 and -0.4 did not appreciably alter any
of the spectra levels or character. The magnitude is normalized to a | Hz band and
does not account for the array gain amplification but treais the array signal as a
black box input at the analog-to-digital converter (ADC) to facilitate comparison
between the gain settings. The actual noise levels initiated at the element are
amplified by the fixced gain stage of 46 dB and by the variable gain stage which is
notated on the individual plots. These levels are on the order of a microvolt
making it extremely difficult to insure absolute repeatability in the tests within the
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lab environment available.

The noise levels at various stages in the analog power circuit and data
stream were measured. The power for the analog circuits must be reguiated and
free of harmonic content. In this array, the main array power supply was located
aboard FLIP and each processaor case contained two switching DC-to-DC converters,
one at a +5 VDC output and the other at +15 VDC output. Frequency response for
the input and two outputs are shown in Figure 3.2. The input to the converters has
a significant 120 Hz level (-75.4 dBv/VHz) which is filtered and appears in the 5
VDC output at a low level (about -112 dBv/VHz), there are other intermittent
narrow band peaks at 55 Hz and 6 Hz. There is also a 60 Hz signal at about -116
dBv/VHz. The noise level in the +15 volt power supply is quite flat with a 2 dB
increase at 60 Hz to a -124.2 dBv level (Figure 3.2¢). These narrow band levels are
quite low and appear only intermittently in the low frequency self noise data.
Contributors to the array self noise were identified by shorting the inputs to or
bypassing stages. The spectra of the array system noise with the input to the
variable gain stace shorted (see Figure 3.3f) was flat with an 8 or 9 mv variation at
the +10 volt ADC indicating that no unexpected noise sources were active in this
stage. The 12 bit ADC had a resolution of 4.8828 mv which when normalized over
the system bandwidth of 250 Hz (23.98 dB) corresponds to a -70.2 dB level. There
were two multiplexer modes, the scan on mode which samples each of 10 channels
with a user selectable (5 kHz default) sampling frequency, and the scan off mode
which samples only one channel. The noise contributed by the multiplexer and
sample-and-hold amplifier (SHA) was measured by comparing the levels obtained
with the input to the multiplexer for channel 8 (P1H2) hardwired to the differential
receiver effectively bypassing the multiplexer, to those obtained using the same
channel with the multiplexer operating in the scan off mode and during normal
operation (scan on). Each exhibited the same spectral levels and characteristics
indicating that no additional noise was injected at the multiplexer or SHA.

Although the data signais were driven differentially, there is the possibility
of coupling common mode noise into the relatively low level analog data. The
digital switching noise from the 1 MHz clock signal running the length of the array
was of high enough level that it was not completely removed by the differential
receivers {common mode rejection ratio of 80 dB). Clock noise is suspected in
Figure 3.3 as spectrum levels tend to increase with wire length in the array (physical
nhone position from the processor) by as much as 15 dB. This noise was
substantially decreased by the addition cf a small 0.0153 xf capacitor at each of the
multiplexer inputs which effectively shorts the inputs of the differential receiver at
frequencies above about 10 kHz, indicating that it is high frequency noise
generated in the array hose. As the variable gain is increased two distinct effects
are noticeble. First, for a specific variable gain increase, the spectral [evels are not
amplified by the same amount channel to channel. Second, the relative spectral
level increase in any particular channel does not coincide with the change in
variable gain. Both of these effects could be attributed to high frequency noise
being slew rate limited in the variable gain amplifier. Limiting the slew rate would
effectively filter out the high frequency content and amplify only the low frequency
portion, creating a gain discrepancy channel to channel and because slew rate
Increases as gain increases, moare of the high frequency noise would be blocked,
rectifying the discrepancies between channels as the gain is increased. These
effects are shown in Figure 3.4 which displays the difference between channels 11
and 15 (farthest and closest respectively) and the channel 11 output for different
variable gains. ldeally, as the variable gain is increased from 34 dB (top) to 54 dB
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Figure 3.3 Common mode switching noise. The 1 MHz clock signal running the length of the
array couples into the low level analog signals. This noise is suspected as the noise levels in-
crease with increasing distance. In the figure, (a) Channel 11 transmitts 33.75 m, (b) Channel
12 transmitts 26.25 m, (c) Channe! 13 transmitts 18.75 m, (d) Channel 14 transmitts 11.25 m,
and (e) Channel 15 transmitts 3.75S m. The final pane! (f) shows the array output with the vari-
able gain stage shorted.
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Figure 3.4 Channel gain difference. Slew rate limitation is suspected as a channel gain
discrepancy correlates with transmit distance. The channel transmitting furthest (11) is com-
parcd to the closest channel (15). The difference between these channels (a) should ideally be
zcro at any gain sctting. The vanable gain stage was changed from 34 dB to 54 dB in 10 dB in-
crements. The expected change in channel spectra level (b) is 10 dB for each increment howev-
er the actual measured change for channel 11 is about 5 dB.
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Figure 3.7 Systcm noise spectral levels. The coherent noise snectral level is of concem as it
approaches and possibly exc:eds the ambient noise level. This level is dependent on the array
gain setting, increasing as the gain decreases. The gain shown here is 34 dB; gain settings dur-
ing the experiment averaged around 40 dB, with 34 dB used conly during high wind conditions.

(bottom), the magnitudes in Figure 3.4a should always be 0 or at least constant,
indicating that both channels are amplifying the signal by the same amount. This is
the case only at a gain setting of 54 B, wher~. the slew 1ate filter effect would be
strongest, eliminating more of the high frequency noisc. The difference between
channels increases as the gain and the slew rate limitations decrease. The sec ynd
effect is observed by examining the change in magnitude for channel 11 (Figure
3.4h) as the gain increases. Changing the variable gain from 34 to 44 dB should
produce a 10 dB increase in n.agnitude rather than the 4-5 dB increase shown for
channel 1 ; although the effect is substantially less, thiere is an 15-20% reduction in
effective gain in the ciosest channels as well.

This noise exhibits a coherent structurc shown in Figure 3.5 which is
effectively removed by the line filter capacitors. The high coherence effect is
limited to only a few channels in the section and does not appear in the
directionality plot of Figure 3.6. The bewam levels are very consistent with no
substantia! increase in the broadside beam which is indicative ot pervasive common
mode noise. The array self noise levels at a relatively jow array gain are compared
(Figure 3.7) to corresponding measured ambient noisc at the same gain settings.
The quality of the high frequency data denends on the level of the incoming signal,
the array variable gain scetting and the <hannel position. The amount of degredation
is elucidated in the following section.
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Figure 3.8 Time series. Two saconds of data is shown for 120 channels. Channel 1 is the deepest chapnel at about 130 m. The
amplitude 1s referenced to =10 VDC at the ADC.

3.5. PERFORMANCE INDICATORS

In-situ performance tests require a knowledge of the acoustic noise field
used as a signal to enable identification of array system problems. Fach test shows
a different facet ot array data characteristics and requires some terpretation.

3.5.1. Tinie Series

A 4 s time series of either the voltage (Figure 3.8) or power response of
each channel provides insight into the signals received by the array, identifying bio-
logical disturbances, noise levels, and signal levels. It also insures thar all sections
of the array are telemetering, and clearly identifies certain tvpes of occurances such
as dead channels {e.g. 71), insensitive channeis {e.g. 21,100), nigh trequency glitches
(e.g. 30, 77), saturation due to strum (e.g. 94, 99, 116), and saturation due to DC
offsets (e.g. 75). Fxamination of an impulsive return duiing tihe experiment
revealed a polarity reversal in some of the channels (indicated it Uables A/l and
A.2) which was subscquently corrected and is not shown in the figures presented
here.
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Figure 3.9 Time series and bit distribution. (2) The distribution for 16 s of the array element
time series Is calculated as a histogram with a bin width of 0.1 V. (b) The output of the ADC is
an offset binary representation of the voltage. The array processors convert this to 2°s comple-
ment by inverting the most significant bit. The 2's complement sampies are used in the same
process as the bit distribution simulations to generate the results shown here for the same 4096
samples used in the time series distribution.

3.5.2. Time Series Distribution

A histogiam of the time series mouiiivred by each channe!l indicates the
voltage distribution of the signal being recorded. The distribution was calculated
with 0.1 v bins over 16 s, and shows a Gaussian random process (left half of Figure
3.9). The variance of the distribution increases with gain and low frequency
vibrations as in channel 18. The mean of the distribution corresponds to the DC
offset of the channel (channel 16). The spikey character of channel 20 is an artifact
of the software error discusseu below.
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3.5.3. Bit Distribution

The correct operation of the analog to digital converter (ADC) and some
aspects of bit formatting and reformatting are verified by examining the
distribution of each of the channel bits. If the ADC is correctly converting zero
mean Gaussian random signals, the distribution of each bit representing the 2's
complement digital signal should be high half of the time and low half of the time
as the signal varies hctvrcen pocitive and negative numbers, shown in Figure 3.10 by
simulation. The simulations were implemented by generating a Gaussian random
signal in volts with a different seed for each panel in Figure 3.10, clipping at + 10 v
(as the ADC does) and converting it to bit integer format before accumulating the
high bits. The output format of the ADC’s in the array was offset binary and the
data was convetted to 2's complement prior to the telemetry link. The conversion
only requires that the most significant bit be complemented so the 2’s complement
representation is adequate for this investigation. The zero mean simulated signals
have the expected distribution even in the event of clipping. A DC offset in the
signal appears as a bias of the higher order bits in the distribution; the bias
migrates to less significant bits with a decrease in the variance of the random
signal, and the amplitude of the bias increases with the DC offset. The bit
histogram of 4096 words telemetered by the array is shown in the right half of
Figure 3.9 for 5 channels. The effect of a low amplitude signal (low variance) and
negative DC offset in channel 16 (-0.81 V) is manifested as an increase in the
occurance of the high order bits. The distribution in Figure 3.10c simulates channel
16. The higher variance in channel 18 decreases the impact of the DC offset
relative to channel 17. These results are corroborated by the time series and time
series distribution data. The least significant 4 bits of the 10th channel (HO) in each
section were contaminated by noise due to an error in the array software such that
the data for HO was logically OR’ed with the least significant four bits of the
previous H8 data. The effect of this noise is shown in the distribution for channel
20. The least significant bits of all ariay channels also display a peculiar
distribution. This is an indication of the switching noise level within the processor
as it couples into the ADC and affects the more sensitive lower order bits (4.88 mv
resolution). The lowest order bit is consistently affected decreasing the effective
resolution of the system.
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Figure 3.10 Bit distribution. The 2's complement samples are used in a process which records
the number of times each bit is high in a 4006 sample scries minus 2048 For a 7ero mean gaus

sian random process, this results in a near zem Jistribution for each hit. A non-zero mean pro-
cess affects the most significant bits depending on the mean and standard deviation as scen by
the simutations (a) mean = 0.5, standard deviation () = 1, () mean = -1, 0 =05, (c)mean = |,
a=lL({mean=-1, -2
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Figure 3.11 Power spectral density. The spectra were gencerated by incoherently averaging 15
8192-pt FFT of 50% overlaped, Kaiscer-Bessel windowed (a=2.5) time serics. The data se-
quence was 2 minutes in length and the results were plotted as a 16 bin average yeilding a 90%
confidence intcrval of +0.5/-0.4 dB. The spectra show different facets of the ambient noise in-
cluding (a) a typical array response, (b) local ship noise (low frequency) and a pscudo-random
code transmission (200 Hz), (¢) scismic profiler noise, (d, e and £ the effect of systcm noise on
the high frequency response for channels furthest away (33.75 m) {rom the processor.
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3.5.4. Power Spectral Density

The spectra illustrates a variety of characteristics of the array coupled with
the acoustic noise field. To interpret array system noise, the acoustic noise field
components must first be identified. The array is capable of resolving the
frequency band between 10 and 220 Hz as discussed in Section Il. The spectra
shown in Figure 2.11 represent data taken at 4 different times to illustrate the
variety of sources which contribute to the low frequency domain; within this band
there are two major acoustic ambient noise contributors, ship generated noise and
wind generated noise. A typical acoustic spectrum (Figure 3.11a) shows a broad
hump due to shipping between 25 and 125 Hz at approximately 75 to 90
dB//uPa/VHz which rolls off to about 70 dB//yPa/VHz at the wind dominated high
end of the spectrum. Noise due to array mechanical motion (strum) and biological
sources is sometimes seen below 25 Hz. The close passage of a ship imparts tonal
components to the low frequency end of the spectrum (b); a pseudo random coded
signal is noticible at 200 Hz. A seismic profiler operating off the coast of California
appears periodically throughout the data set, degrading the ambient noise
measurements above 100 Hz (c). Ambient noise source identification assists in
selecting data which is not dominated by these processes such that system
problems may be recognized. The 1 MHz clock switching noise discussed in the
previous section is seen in panels d, e and f, where the panel f shows the signal
from the hydrophone furthest away from the processor, and the higher frequency
levels of this channel increase by 5 dB relative to the other channels, indicating that
the system noise is interferring with the ambient noise measurements at the higher
frerquencies. The system noise is virtually white across the array frequency band
(Figure 3.7) and the noise levels shown in Figure 3.11f do not affect the
measurements above the 250 Hz level; e.g. channel 20 is capable of measuring
acoustic levels above 76 dB//uPa/VHz. High levels are also seen for the closest
hydrophones which are due to switching noise within the processor pressure case
where the filtering for this signal resides; this noise is reduced with proper
shielding. The line frequency harmonics exist at significant but variable levels and
are discussed at the end of this section.

3.5.5. Channel to Channel Coherence

Coherence is a measure of the similarity of two signals. The data shown in
Figure 3.12a-c is similar to other estimates of the coherence function of ambient
noise [Hodgkiss and Fisher, 1987; Urick, 1983}, however in the interest of
characterizing array noise, only significant aspects of the coherence data which
pertain to array system noise are discussed. These are 1) the high coherence of the
line frequency harmonics demonstrating that inspite of the variability in levels, the
signals originate from the same source; 2) the notch near 10 Hz as the array filters
rolloff and the relative self no ;e increases; 3) the low frequency peaks which are
associated with the array strum and affect the width of the 10 Hz notch which
increases with wind speed; and 4) the degradation of the characteristic shape of the
elements filtered within the pressure case indicating that substantial incoherent
noise is picked up by these channels particularly between 60 and 100 Hz. These
pirticular channels (5 and 6) were chosen for illustration and have substantially
nigher noise levels than the other channels filtered within the processor case.
Spatial correlation of isotropic ambient noise is a sinc function {Cron, Hassell and
Keltonic, 1965] where the first zero occurs at d/x\=0.5 which coriesponds to 100 Hz
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on the array coherence plot. Although the true distribution of ambient noise
deviates from the isotropic assumption, the low coherence values at higher
frequencies is expected. Therefore the high frequency clock noise discussed above
does not affect the ambient noise coherence because at the frequencies of
significant coherence, this noise level is below than of ambient noise.

3.5.6. Narrowband Spectral Estimate Across Array

The average spectral estimate of a particular frequency across the array may
be used effectively in identifing channels with high noise levels and/or low
sensitivity, providing a coarse relative calibration of the channel amplitudes and
information concerning the extent of degradation in the ambient noise
measurements due to system noise. Figure 3.13 are spectral averages for data
received by each channel at 6 specified frequencies. The magnitudes of spectral
estimates for one bin of width 0.98 1{z were averaged (n=2583) over a Kaiser-Bessel
(«=2.5) windowed time series 21.9 minutes long for each array channel. These linear
estimates were averaged, calibrated and plotted in dB re pzPa/VHz reflecting the
estimate for each array channel at a specific frequency. The 95% confidence level
for the averages is £0.16 dB. The data were selected carefully avoiding any known
nonstationary effects (e.g. seismic profiler, large strum amplitudes, nearby ships).
The variation across the array is illustrated in Figure 3.13 for two frequencies
within the shipping dominated part of the ambient noise spectrum (35 and 75 Hz),
two line frequency harmonics (60 and 120 Hz), and two wind dominated
frequencies (135 and 150 Hz). Although the general character of the data within
each frequency pair is similar, there is a striking difference between the pairs. The
level variation of the line harmonics (3.6d) is clearly shown; the nattern dnes nct
reflect any array section commonality. The effect of {ite coupled switching noise
(seen in Figure 3.11f) is evident 2t the higher frequencies where the acoustic
ambient noise levels are lower. Figure 3.13 e and f shows the variability in the 135
and 150 Hz spectral levels across the array as some channels are more susceptible
to system noise components than others. A spatial transform across the array
shows a broad peak at 0.02667 samples/m which corresponds to a 5 hydrophone
spacing. Examination of the high frequency spectral components of each section
shows that the two farthest and two closest channels to the processor exhibit a
propensity for noise contamination however the levels are affected by the
proximity of the wiring to the noise source within the wire bundle and are not
predictable.

3.5.7. Spectral Estimate Distribution

The distribution of the power in the individual estimates discussed above
provides a basis of confidence in the average level. The distribution (Figure 3.14)
was calculated for each of the calibrated estimates with bin widths of 350 pPa/VHz.
The figure shows a Rayleigh distribution as expected for the square root of the sum
of the squares of two normally distributed components (real and imaginary spectral
components). This distribution is used to determine the sensitivity of the average
value to outlier estimates. Differences in mean value reflect array calibration
variations (channel 32); differences in variance reflect the noise level of the
channel. Notice that although the channels filtered within the processor in array
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section 1 {channels 5 and 6) indicated excessive noise levels on the coherence
estimate (Figure 3.12) at 75 Hz and on the single frequency estimate across the
array (Figure 3.13¢), the same channels in section 3 (channels 35 and 36) shown here
do not.

3.5.8. Beampatterns

One way 10 evaluate the array performance is to investigate the degradation
in beampattern as errors are introduced to the amplitude and phase element
responses. The amplitude and phase element errors reported in the next section
were incorporated into the array beampattern calculation (derived in Appendix B):

; N-1
AF — Nz—:l (A . 5An)ej(k(n—~2—)d(cosﬂ — cosf ) 484, +0.0002(ne)2r f)
n=0

where A, is the Kaiser-Bessel (a«=1.5) amplitude shading function, #4, are the
amplitude errors, cosf; is the beam scanning angle, 4, represent the random phase
errors due to element positional errors as well as electrical phase mismatch, and the
last term is the phase sampling error discussed previously with ne = element
number and f = frequency in Hz. Since a time shift is the time domain translates
into a phase shift in the frequency domain, at a single frequency ., the correction
for this time offset r=0.2 ms is simulated in terms of a linearly increasing phase
delay e*"+" for each hydrophone n in a section. The results at 56 Hz are shown in
Figure 3.15 for errors in amplitude obtained from the broadband averages, errors in
phase from the narrowband calibration and the effect of phase sampling errors
which is deterministic and can be removed from the acoustic signal. The
beampattern incorporating both amplitude and phase errors (Figure 3.15¢) shows a
deterioration in side lobe level from the theoretical pattern (Figure 3.15a) and a
slight distortion of the main beam. The resulting pattern has virtually constant side
lobe levels at about 35 dB below the main beam.

3.5.9. Beam Levels

Directionality plots represent the spatial distribution of the data and
potentially identify relative side lobe levels. The directional beams are calculated
by taking a Fourier Transform of the spectral estimates at a single frequency after
compensating for the sampling offset discussed above. The plots in Figure 3.16 are
the result of computing a linear average, dB average and the standard deviation of
the dB estimates [Wagstaff et al., 1982] with n = 63 in the presence of a narrowhand

far field signal. The abscissa is normalized phase (% - (\j cost), with positive

phase looking up, and the visible region marked by dotted lines (see Appendix B).
A 5 or 6 dB variance is typical of a single transform estimate for a random process
[Bendat and Piersol, 1971] and the 2 or 3 dB difference it he averages is caused by
the nonlinear logarithm transformation of the Rayleigh distributed spectral time
series. Should the beam estimates have significant outliers, the difference between
the averages will increase as the linear average weights the outliers more heavily. A
strong coherent artival is indicated by a drop in variance and the coincider, » ¢f the
two averages as seen in Figure 3.16. The directionality response is a func. ,n not
only of the array side lobe levels and main beam width but of the noisc field with
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Figure 3.15 Beampattems. The array beampattems were calcalated for the 120 element
cqually-spaced linc array at 56 Hz with Kaiser-Bessel shading (a=1.5). Errors were introduced
in amplitude (b) and phase (c and d) and compared o the thcoretical pattern shown in (a). The
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dicates an almost constant side lobe level at -35 dB.
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which the array beampatiern is convolved. Simulations which assist in the
interpretation of the directionality data as measured by this particu'ar array are
presented in [Sotirin and Hodgkiss, 1989]. The constant response at lal > 0.12"
indicates that both the ambient noise and the array side lobe level are essentiaily
flat. The absence of u decrease in levei as the main beam enters ‘nvisible space
indicates that this level is dominated by the array side lube respouse to the signal
but does not indicate the relative side lobe level.

3.5.10. Beaim Correlation Level-

The correlatic.i beam to beam is an indication of coherent signal ar.ivals.
Because the linear ccrrelation function is normally interpreted in terms of a
binormal joint beam distribution, an alternative nonparametric test is performed
known as Spearman’s rank correlation and has been used successfully by others
(Wagstaff et al., 1982]. Lstimations of the power arriving at 64 specific directions
are calculated as described ahove. If the value of these beam estimations are
ordered for any one direction, and the position of the estimation within the orderea
set (s substitutea for the actua! value then the distribudon of the positions or ranks
1s uniform provided each estimate is unique If the estimates are not unique then
they are assigned aNmidposition 1tank such that the sum of the ranks for any one

beam is equal to NJi where N is the number of estimates. Once ranked, the
i=t

correlation coefficient p , for beams j and k is calculated as the linear correlation of

the rank:

N
\ _ _
}_J{(r/_;“rj)(r”‘”rk)
=1
fgk ~ T
N N 5
A PN _ 52
L(YU ‘VJ) EJ(V/I(“’/I\)
f=1 1l
where r,oand -+ are tae assigned ranks for the itn « .imation of beamn j or k. To

verify that a nonzero value of p refiects the existence of a statistically significant
correlation, the null hypothesis (p,, = 0) is tested, where a significant correlation is
maicated if the hypothesis is rejected. With the function w defined as:

I I

wooon] -

“ 1 1k
whore wos distributed normally with zero mean and a variance of oo = 14N - &
Viendat and Prersoll 1971 the null bypothesis of zero correlation is accepted at the

Clenel ot s hicance gt

7, VN 3w < Z, 5.
ceve o= 0 and 2 s the poguantile of a standard normal random variable. Do
Cosnlay puary oses the correlation matrix M conststs of 100, on and above the main
ool and B0 o berow toe aan dicvonal i Fquation 301 s not satistied (Ot 1t
coo i generdl, the resulls of tests swigeh reopnire g osipnificant amooont ol data
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B. J. Sotirin

shows significant correlation between the beams, indicated by the grey level below
the main diagonal, it is demonstrated below that this is an artifact of the ampliiude
variability in the signal. Although not an indication of high array side lobe levels
which would be the interpretation inferred by others in the absence of a strong
multipath acoustic signal, the results do indicate that there is a problem. A typical
ambient noise matrix displays few nonzero levels below the main diagonal.

3.5.11. Line Frequency Analysis

The levels of the signals appearing at line frequency harmonics in the in-
situ are surprisingly strong as the high power input to the array is filtered and the
data is digitized in the array itself. The results of self noise tests performed in the
laboratory show a conspicuous lack of any consistent 60 Hz harmonics in the
spectrum. Although there are spurious peaks throughout the test da*a set, there
were no perpetual signals which would suggest a system (electronic) generated
noise source. This implies that the G0 Hz signals and associated harmonics
observed in the in-siti data set were either acoustic in origin or an artifact of the
setup aboard FLIP, and were not an inherent comnponent of the array self noise. The
acoustic data from the sea test indicated that the 120 Hz line is dominant,
appearing mostly broadside (Figure 3.18a) and at high power levels (Figure 3.14d).
Acoustic noise propagating from FLIP would appear endfire, with a monotonically
decreasing level. Spectral ievels of vibrational noise within the processor case
would decrease as 1t propagated away from the processor. The 120 Hz signal
appeats in all darray channel spoactra at randomly varving levels and although the
broadside component is 20 dB above the higher angle arrivals, there app=ear to be
comnonents that arrive at other angles (low variance and significant correiation).
The appearance of these arrivais can be explained by examining the Fouricer
Transform of the channel magnitudes which behaves as an amplitude shading
function in the beamformer. The result (Figure 3.18b) illustrates that the ‘arrivals’
are due to the variability in amplitudes. Not finding a suitable acoustic path for the
iine frequency harmonics to .ravel in, this noise must be ccupled in through a
grounding pawh in the aivay when it is deployed from FLIP or coupled in from the
DC-1to-DC converter inputs.

2.6. ARRAY CALIBRATION

The -.ray calibration enables cne to convert the ADC output recorded on
tape to the pressure field seen Ly the hydrophones. A nominal calibration of a
system is obtaiiied from the design specifications of the component parts. Far this
particular array, the sipnal path conversion consists of the hydrophone sensitivity
4t the ambient environmental conditions (-197 dB re V/uPa), the preamplificer gain
0 AR e Vi, the differential receiver (6 dB re V), thie variable gain stage (12 to 60 db
te A and thie ADC 146.23 dr re counts/V). The calibrations addressed here refer t..
e deviation of the array elements fron. the nominal calibration. The in-situ
anipittuae  calibration was  determined from two independent itaethods.  he
narrowband calibration consists of comparing monochromatic transmissions, of
rrown frequency and socree levels from a navigated sourc. position, to a predicied
sponse. The broadband nethod assumes that the average ambient noise levis
acteee the attay do not vary stoniticantly from the mean, so defcctive channers moy




S10 Reference 89-10

120 } — t
120 Hz beamformed results ':\
~100 4 L
3] // W
i M
w
2 |
& 80 + J +
(a)
60 % - %
120 1 A 4

L

FFT of 120 Hz amplitude

(b)
60 : + t— }

-0-50 -0-25 0 0-25 0-50
NCARMALIZED WAVENUMBER
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be identified by examining the variance and a relative calibration is obtained by
examining the mean. To minimize the effect of variability in the environment over
1000 ambient noise spectra are normalized and averaged for the broad band
estimate, and for the narrow band estimate, the strength of the signal was
substantial compared to the noise (SNR of 45 dB//uPa/\/Hz). The phase calibration
was generated by differencing a multiple linear regression with the smoothly
varying phase data obtained during the narrow hand transmission.

3.6.1. Method Description and Data Collection

Narrowband. The natrowband method depends on modeling the signal
arriving at the array by correctly simulating the ocean environment at the test site.
The transmission was conducted on Julian day 267 from 2246 GMT until 00 GMT,
under benign environmental conditions; wind velocity was 6 to 7 kts at 250 °, swell
was 0.5 m at 310 °. A deep conductivity, temperature and depth (CTD) cast (3885
m) was executed coincident with the commencement of the narrow band
transmission and this CTD data was desampled for utilization in the sound speed
profile calculation [Sotirin and Hildebrand, 1989] required by the models. The
water depth obtained by echo sounding from FLIP was 4668 meters, therefore the
data from the deep CTD was extended by using data from a 4906 meter CTD taken
on Julian day 264 at 1605 GMT near 37° 04.10° N and 134° 46.75" S. The ship was
allowed to drift during transmissions and source range from FLIP (Figure 3.19) was
calculated from radar measurements taken every 5 minutes, ship heading and
deployment geometry. The source was deployed at a depth of 27 meters, and
source level was monitored by a calibrated hydrophone at a range of 1 meter (Table
3.1) as each of the specified frequencies was transmitted for a period of 6 minutes.

Frequency range source level
dB
Hz meters re uPa
98 1141.375 192.0
135 1141.375 193.1
22 1331.655 179.7
56 1550.335 1913 |
81 | 1853540 | 19yu3 |
27 | 1943.869 ! 1815 |
41 2141508 | 1866
s 2216663 | 1082
159 2275.890 | 1860
16 12293145 i 1763 j

11 L2358765

170.0 |

|
{
|

Table 3.1 Narrowband I'ransmission Paramters.
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Array depth was e¢stimated from navigation measurements taken at 1730 GMT.
Several propagation models, encompassing normal mode, parabolic equation, fast
field and eigenray approaches, were compared using the array test environment
parameters to determine the inputs [D'Spain, 1988]. This comparison showed 0.5 to
1.5 dB deviations between the different model spectral level predictions away from
transmission loss peaks (Figure 3.20). The models require estimates of ocean
bottom parameters such as layer thickness, compressional wave speed and
attenuation, shear wave speed and attenuation and density and surface reflection
coefficient which were estimated from references in the literature. Small deviations
in the predicted transmission loss levels could be due to errors in these estimates.
Small variations also occurred in determining the exact location and loss levels
associated with the signal null (transmission loss peak) which is sensitive to source
range and array receiver depth, changing the phase of the signal arriving across the
array. The estimated parameters also affects the phase prediction and was
probably responsible for the differences observed in the results, therefore only
magnitude predictions will be used. The Generic Sonar Model (eigenray) was
chosen as the prediction vehicle due to its robust simplicity in this application
where the amplitude is controlled by two dominant paths, consistent results at
close range and reasonable execution times. The array data was obtained by
extracting the raw data from tape at the same time as the radar fix to obtain as
precise a range measurement as possible for the modeling effort. Spectral
estimates were calculated and averaged for each channel at the frequencies
transmitted during the calibration. The time series, which had to be long enough to
generate reasonable confidence limits, was limited to 98 seconds to reduce the
errors in range due to ships drift to less than 50 m assuming a drift rate of 1 kt. A
single transform estimate was compared to the averaged results at each frequency
with slight differences (<0.5 dB) except near the transmission loss peak and at a
few isolated channels where the difference was as much as 2 dB for one particular
frequency. The 40-50 dB signal to noise ratio was more than adequate to alleviate
doubts regarding interferring signals and random noise levels The comparison
between the data and model outputs indicated the necessity of iterating range and
source level to match the location of the transmission loss peak and the mean
received signal level. The range estimation by ship radar is accurate to within
approximately + 50 m, the range increment in the iteration was 5 m and the final
deviation was less than 30 m at 56 Hz and the source level was adjusted by +1.8 dB.
The GSM predictions were subtracted from the array received signal at selected
frequencies and the element deviations were compared. The data at 56 Hz is shown
in Figure 3.21 and results are discussed below.

Broudband. Ambient noise levels are reported to vary only slightly (e.g. }
dB) with depth {Morris] therefore incoherently averaging the ambient noise
measured during the sea test should yeild a virtually constant level across the
array. If this is the case, then deviation from this level <ffers an independent
amplitude calibration. Figure 3.22 a, b, d and e are spectral averages and the
standard deviation of the spectral estimates for data received by each channel at a
specified frequency for 4 different time periods. The averages are calculated from
linear estimates (middle trace) and dB estimates (bottom trace), and the standard
deviation is based on the dB estimates offset to 90 dB for display purposes (top flat
trace). The magnitudes of spectral estimates are calculated as described in Section
HI. The linear estimates were averaged, calibrated and plotted in dB re pPa/\'liz
reflecting the estimate for each array channel at a specific frequency. The lower
tiace was calculated by converting the linear estimates to d8, then averaging and
plotting the calibrated results. The standard deviations were calculated from the
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Figure 3.21 Narrowband magnitude results. (a) The modcl prediction vs. array data is plotted
at 56 Hz. The GSM magnitude prediction is the smooth curve with a deep null at 960 m. (b)
The difference between the model prediction and the array response is shown.
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Figure 3.12 Ambient noise variability. The variation in ambient noisc at 75 Hz is shown. The
top four panels (a, b, ¢ and d) represent the 75 Hz bin estimate across the array at different
times. The smooth curve at the top of each panel is ihe variance of the dB estimates. The two
similar curves in each pancl are the lincar (top) and dB (bottom) averages. The data was take at
four different times during the experiment to reflect 1 hour and 2 day vanations; (a) Julian Day
(Jday) 26¢ at 08:53 GMT, (b) Jday 266 at 09:41 GMT, (c) Jday 268 10:09 GMT. (d) Jday 268
11:19 GMT. Array telemetering errors are noticeable in the dB estimates of the data for chan-
nels 70-7¢ in (d). the data were corrected in the lincar average whicl, is more sensitive to efmor.
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calibrated dB estimates. The standard deviation of the log values has been shown
to be a constant value of 5.6 dB [Dyer, 1970] (displayed as 95.6 on the plot); the 95%
confidence level for the averages is +0.166 dB, -0.162 dB for 2583*2 (real and
imaginary estimates) deg.ecs of freedom. The data were selected carefully avoiding
any known nonstationary effects (e.p. seismic profiler, large strum amplitudes,
nearby ships) with the expectation that the spectral level would vary smoothly
across the array on the order of 1 dB, deviating only at the level of chanpel
calibration.

Phase. The phase results presented below were the result of a single
coherent FFT as described above. ihe raw phase data was processed by (a)
unwrapping the inherent 2r rollover, (b) accounting for the 0.2 ms/element/section
sampling error in the array by subtracting .nr where n is the channel position
described in Section I, (¢) correcting for the 180° phase shift at the transmission
loss peak as a result of the interferrence between the direct and surface reflected
paths arriving at the array, and (d) subtracting a muitiple linear regression curve to
realize the plots in Figure 3.23.

) CALBRATION TAFE RAW PHASF
f GAIN- 22, 5811,

3' + (m . [ ] v Kl 0 0 . . .
! d JNULL COMPENSATED FUASE
'g '8 w0 OAIN' 72, 6611z
%)
a 0 2
® 48 2 0
a3 v 8, 0 0 (1]
ottt o f

b) UNWRAPPED PHASE REGRAFSSION and NiItL

GAIN 22, B8 H? €]} COMPENSATFD PIASE
% 80 g 80 GAIN 27, S84
S 40 2 40
0 0

L L S T TR T S DS

SAMPLING OFFSET
¢) COMPENSATED PHASE
GAN: 22, BBz

RADWANS
N -0 -~ N

/ JDIFFEAENCE 58 Hr {onie dala)

ol v v v v v, ol e e

0 20 40 60 80 100 120 0 20 4 60 80 100 t20
CHANNEL CHANNEL

Figure 3.2} Narrowhand phase results. The phase eslimate across (he array at 6 17 i< calcu-
lated from the narrowband calibration transmissions and processed; (a) The phase estimate from
a coherent Fourier Transform has an inherent 2n phase shift. This is unwrapped (b) and devia
tion from the resulling smooth phase change across the array is due to the 02 ms sampling
offset. Compensating for the deterministic sampling offsct (c) reveals a phase shift of x radians
ar the transmission loss peak. The Tully compensated phase curve (d) varics smoothly across
the array ercept at the transmission loss peak where the SNR is oo low 10 provide an accv=aie
phase estimate. A multiple (order 3) lincar regression (¢) is subtracted and the difference (1) is
an indicalion of the array phase error. The curvature of the difference is duc o a mismaich in
the regression and a more accurate estimate (order 4) is shown in Appendiz .

3.6.2. Results

Magnitude. Limitations in the calibration methods due to the incomplete
knowledge of environmental paremeters and the temporal variability of ambient
noise were minimized. The modeling efforts of the narrowband Uansiissions
resuited in 0.5 to 1.5 dB variations between various models and reguired jteration
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in sourtce level and range. The mismatch in Figure 3.21a especially apperent at
either end of the array results in a spatially varying offset. Consequently, the
absolute calibration levels (Figure 3.21b) were interpreted relative to the offset
trend, and the modeling results were confined to an advisory position in terms of
the smoothness of the array response. The response shown at 56 Hz reveals a
smooth variation across the array. Relative deviation levels greater than 1 dB from
the smooth response were empirically identified and recorded at specified
frequencies. These results were reviewed for consistency and the average results
tabulated (Table 3.2).

Channel: | 1] 2 | 3 4 sl 6] 71 81 9] 10]
Pl TS 2 1
P2 1 ]
P3 +1 | -1 | +2 :
P4 -2 +.5 i
P5 -5 7 +1 | : |
P6 R
P7 1 S L
P8 +1 -1 +1 i
P9 +5 | -1 , ;
P10 +15 | -1 ! |
Pil -5 S
P12 SIS 1 -1

Table 3.2 Results of the Narrowband Calibration.

The ambient noise collected every 7.5 m for 18 days, varies smoothly with depth on
a large scale. The small scale deviations however, are on the order of +1.5 dB. The
variation across the array is illustrated in Figure 3.22 for 75 Hz at 4 different times
(a, b, c and d) where the time difference between the averages is about 1 hour for
the vertical panels (a-b and ¢-d), and 2 days for the horizontal panels (a-¢ and b-d).
The degree of channel to channel variability increased during the 2 day period.
This variation in time is seen by examining the bottom panels (e and f). A multiple
linear regression was subtracted from the linear averages to estimate the relative
channel variation. The top plot in panels e and f represent the difference in relative
channel variation between the two panels directly above and the difference in
relative channel variation between the 2 day estimates in the bottom plot. Short
term (1 hour) time variation is small, only one channel has more than a { 1 dB
variation. The variance across the channels is 0.13 dB (e) and 0.095 dk (f); because
the channel calibration should remain constant, these differences represent changes
in the ambient noise field. long term (2 days) time variation is larger, with more
than 10% of the channels having deviations of greater than + | dB. The variance
across the channels is 0.68 dB (e) and 0.78 «db {f) increasing from the 2 hour
variance due to the nonstationarity of the noise tield. It is this variability in the
ambient noise field which limits the broadband calibration. To minimize the
effects, estimates of the ambient noise field were calculated at 15 different times
during the experiment in hopes that the variations were random and would average
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out, leaving a more accurate estimate of the channel calibration levels. The standard
deviation of the 15 time estimates (Figure 3.24a for 56 Hz) for the 3 trequencies
processed exhibit 3 channels with consistently high variance (21, 55 and 100). The
broadband amplitude results for 56 Hz, illustrated in Figure 3.24b, were compared
to the narrowband calibration results at 56 Hz shown in Figure 3.21b. Ignoring
channels 40 to 60 in the narrowband calibration which are close to the interferrence
peak at 56 Hz and the channels with »igh variance, the comparison shows that most
channels deviations of more than 1 dB are noticeable in both results, however there
are some obvious differences. These differences, notibly channels 5, 6, 29, 20, 65
and perhaps 85 are a resnult of excessive system noise levels. The ambient noise
measurements for these channels are distorted even at low frequencies. These
channels do not exhibit a higih variance ai a spediiicd frequency rdue to the
consistency of the level: the level of channel 30 in Vigure 3 135 is 88 dB e pPasNViHz
at frequencies other than line harmonics. This imposes a frequency dependent
calibration as the ambient noise tevel changes with frequency. Another abvious
difference is the channel 27 estimate which is consistently high in the narrowband
results but is not identified as a deviant in the ambient noise results. The cause of
the apparent transient nature in a few of the channel levels has not heen resolved,

STD. DEV. IN AMBIENT NOISE LEVELS
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Figure 3.24 Broadband magnitude results Ambient noise measurements were used to estimate
the spectral levels at 56 Hz for each array channel These estimates (N-2583) were calculated
at 15 differcnt imes during the experimen’ and the resulis averaged to mininiize the vanabiliny
of thc ambient noisc. (a) The standard deviation of the 15 different tme estimates was caleulat
ed. (b) A multiple linear regression was subtracted from the mean The calibiation resulls us
ing ambient noisc
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Phase. The phase regression differences were examined for 5 different
frequencies, the result for 56 Hz is shown in Figure 3.23f, Besides channel 100, the
only other identifiable error mode were the channels which are filtered within the
processor case (e.g. 5, 6, 15, 16). These channels are most likely affected by the
switching noise identified in the previous section. The phase of the incoming
signal should vary smoothly across the array; ignoring the mismatch in the
regression curve and the transmission loss peak, the deviation in phase at 56 Hz is
within 0.1 radians. The smooth phase variation assistzd in identifying the
channels with reversed polarity discussed previously. Phase deviations are also
evident in the time series plots (e.g. Figure 3.8) during an impulsive arrival. The
deviations for acoustic arrivals such as the seismic profiler are small as discussed
above however for mechanical vibration {strumj, cvery fifth channel per section (e.g.
5. 15, 25, etc) is delayed on the order of 50 ins due to propagaticn interferrence by
the processor pressure case.

3.7. CONCLUSIONS

Large aperture low frequency arrays are inherently difficult to test because
of the physical size and number of channels which impose time and facility
constraints. Utilizing ambient noise in system tests allows the array performance to
be monitored throughout the experiment, identifing low performance channels and
their effect on experimental results. The tests discussed here, although not
exhaustive and yet to some extent repetitive, illuminate problems associated with
the array hardware and software. The repetitive aspect of the tests is n=ocessary
due to the random nature of the ambient noise and the specific manifestation of the
problem being investigated. In addition to system noise testimony. in-situ data was
successfully used to calibrate the individual channels. A combination of
narrowband transmissions and ambient noise measurements provides magnitude
deviations to within +1 dB.

Although the tests amplify the negative aspects of the array system, based
on the results shown here, the arr> might well be used without adjustments to the
nominai calibration. The -35 ' ray side lobe level is more than adequate for
many applications. However, spectral levels for individual channeis are frequency
limited due to system noise. Specific results for the array discussed show that four
elements in each array section (the closest to and furthest from the processor)
potentially have ncise proliems at high frequencies. The noise in the furthest ele-
ments is coherent and with the exception of charnel 30 (consistently above 835 dB
in the data processed to date) and channel 29 (slightly lower), the average level is
about 78 dB//uPa/VHz but affects few enough channels that the degredation in the
directionality plots is minimal. The noise in the closest elements is inconeren. but
at about the same levels with the excepticn of channcls 5 and 6 which exhibit a fre-
rquency depencence when compared to spectra from other channels. The distinct
comb-like pattern fades as the araplitude of the ambient noise increases. The high
frequency contamination was identified during the self no.se laboratory test as a
common mode problem in the channels furthest from the processor. The system
notse in the channels filtered within the processor case was not identified Lecanse
the electronic packages were removed from the case and separated physically to
provide access to test points reducing the coupling effect. Precursory laboratory
system tests are required to eliminate system noise sources prior to deployment.
The coherence shown is channels 5 and 6 indicates substantially higner noise levels
than most of the other channels, and aithough not shown, this is corraborated by
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their spectral estimate distribution. Few channels show this level of noise contami-
nation hov-ever, and it is not expected to affect coherent processing resuits. This is
supported by the -35 dB side lobe levels in the array beampattern. Few of the tests
would individually provide conclusive evidence of a system noise problem due to
the stochastic nature of ambient noise and the particular manifestation of a specific
system problum. However, as evidence is accumulated through the results of the
series of tests, these problems may not only be idenitified but cause may be nar-
rowed. The impact on experimental results is of course tied to the specific purpose
of the experiment. For the results shown here, absolute spectral tevels for ambient
noise are obviously damaged for specific channels and specific frequency bands,
however the array is capable of measuring signals above the system noise levels
defined by the test results, and the directionalilty estimates would safisly must
application specifications.

An in-situ array calibration was demonstrated successfully at a +1 dB re
pPas\VHz level by comparing the results of the two independent methods {or rela
tive channe! to channel information. Aalthough the narrowband results have the
potential of providing absolute calibration values, modeling the narrowband
transmission requires precise knowledge of environmental parameters. Some of
this information is not readily available for specific test sites and must be
estimated, increasing the crror of the modeled response. Consequently the model
ougtits were utilized as an indication of the smoothness of the array response at
specified frequencies. The leve! of system ncise and the temporal variation of the
ambient noise levels posed problems during the broadband array calibration which
examines channel variation after averaging large numbers of spectra. Deviation
from a regression across the array removes the time-varying mean of the ambient
noise and allows comparison of channel to channel variation. The variance of the
estimates must also be considered as confidence in the mean deviation increases.
Comparing broadband calibration results to the narrowband results yeilds goocd
agreement however, with the exception of the channels with excessive system noise
ievels. Being aware of the potential for deviation between the two methods facili-
taies the anaiysis. Phase calibration results were based on the assumption of
smooth phase variation across the array and were identified as deviations from a
multiple linear regression. The deviation in phase was small (0.17 at 56 Hz) with
the exception of those channels identified with system noise degradation.

8O
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Chapter 4

FINE-SCALE MEASUREMENTS OF THE
VERTICAL AMBIENT NOISE FIELD

4.1. ABSTRACT

Use of a large aperture vertical array allows investigation inte th:= fine scale
structure of the directional ambient noise field. Frequency and directional spectral
estimates are calculated during the passage of a local storm, providing a detailed
study of ambient noise levels at low frequencies as wind speed increases from 2
m/s io 12 m/s over a 21 hour period. Spectral levels of horizontal beams reflect
distant sources. Spectral levels of beams directed toward the surface and the
bottom dispiay a threshold type behavior, suggesting the abrupt onset of a source
mechanism such as breaking waves. Subsequent thresholds may indicate a change
in source mechanism such as the conversion from spilling breakers to plunging
hreakers.

4.2. INTRODUCTION

To measure low frequency (20 - 200 Hz) vertical directionality of the
oceanic ambient noise field requires a long array of hydrophones. Initial vertical
directionality investigations were at high frequencies (near 1 KHz) with shorter
arrays {Anderson, 1958; Rudnick and Squier, 1967). These measurements showed a
non-uniform spatial distribution with more noise in vertical directions than in
horizontal directions due to a dominance of local environmental noise sources at
high frequencies. Initial low frequency measurements provided a general spatial
distribution description of ambient noise and its variation with wind speed | ox,
1964; Axelrod et al, 1965]. Omnidirectional spectral measurements indicated that
ship noise dominates the environmental noise in this frequency region, and the
directional measurements showed that more noise arrives from the horizontal than
from thie vertical, a reversal of the patterns characteristic of high frequencies.

More recently, the spatial distribution of ambient noise at low frequencies
has been described as a broad pedestal of energy arriving between +20° of
horizonwal in the deep sound channe! [Anderson, 1979] with levels up to 25 dB
above the higher angle levels. Ray tracing showed that the surface interacting rays
which would contain ship noise, arrive within a narrow band of angles around +12°
to 15" This implied that tie low frequency spatial distribution in a range
independent environment should have a double-huinped pattern with the width of
the notch between the humps decreasing with depth [Cavanagh an«a Renner, 1980].
Yet  measurements showed a pedestal witis broad frequency and  spatial
characteristics, although the pedestal width did decrrase with depth.

Two mechanisms were suggested by Andersen [1079] to account for the
additional notse at near horizontal angles: (1) high latitude ducting, based on the
shallower sound speed minimum at high latitudes and (2) down slope conversion
(or the slope enhancerent effecth, based on on sloping Lottom reflection. These
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mechanisms would convert noise traveling at near vertical angles to horizontal
angles so that it travels with low loss in the deep sound channel, filling in the
predicted noise notch. Initially the idea of slope-converted ship dominated spectra
directed the investigations. The downslope conversion of noise from ships drivirg
vver seamounts and the continental slope was discussed by Morris [1975] and later
by Wagstaff [1981] who emphasized the importance of directional measurements
since the omnidirectional measurements of a single hydrcphone may be dominated
by the horizontal component. More recently, ducted transmission and wind
generated mechanisms have gained more prominence. Three models of ocean noise
were considered by Dashen and Munk [1984): scattering, downslope conversion and
ducted transmission from high latitudes; the effect of scattering was shown to be
too weak to be effective and although these authors preferred the ducting process
on a physical basis, they concluded that the shipping density at high latitudes was
insufficient to produce the absolute levels measured, and that continental slope
conversion was the most probable mechanism by default. The significance of high
latitude winds was discussed by Bannister [1986] who estimated the contributions
arriving horizontally from ducting and downslope conversion of wind noise, and
concluded that ducting of high latitude winds could produce horizontal levels
comparable to those of downslope converted ship noise.

Experimental verification of these mechanisms is difficult due to the
obstacles encountered in separating the sources and source mechanisms.
Experimental evidence of ducted wind generated noise [bannister, 1986] was based
on interpretation of vertical noise distributicns in the low shipping density areas
near New Zealand, measured by Browning et al [1982] and Burgess and Kewley
[1983] which were similar to those measured in the high density shipping regions of
the North Pacific. Burgess and Kewley [1983] found significant wind dependencies
at frequencies from 37 to 800 Hz, however it was not conclusively shown that the
wind dependencies were a ducted or converted effect rather than a local effect.
Experimental verification of slope-converted ship generated noise was reported by
Wales and Diachok [1981] at a site bathymetrically shielded from contamination of
high latitude ducting effects, by Carey [1986] using a towed narrowband source and
by Hodgkiss and Fisher [1987] who present decreasing noise magnitude results as a
function of range from the California coast. Downslope conversion has been
accepted as a mechanism for translating surface generated noise to the deep sound
channel, however the existence of the pedestal structure in the vertical
directionality from low shipping density areas suggests a major energy source is
that of distant storms.

Local storm energy has been shown to contribute to the ambient noise field
as well. Storm induced noise has been observed at high frequencies as the spectral
levels increase with wind speed. At low frequencies however, there is no consensus
regarding the extent of the wind induced effects. Efforts to conform to the
logarithmic dependencies seen at high frequencies has led to a variety of predicted
low frequency spectral levels [Urick, 1984]. Difficulties arise in estimating the
"wind dependent portion” [Crouch and Burt, 1372] of an omnidirectional signal
which may be affected by other sources. An obvicus experimental approach is the
use of the directional capabilities of an array, however, previous measurements
[Burgess and Kewley, 1983; Hodgkiss and Fisher, 1987] introduced additional
parameters in terms of variations in location and time which complicate
interpretation of wind induced effects.

The advent of large aperture arrays with many elements provide
measurements of ambient noise characteristics with high resolution. In this report,
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use of a large aperture array equipped with an acoustic navigation system which
allows array shape estimation, enables study of ambient noise fine-scale structure.
The airay, deployed from Research Platform FLIP which was moored in the NE
Pacific, was positioned at three nominal depths covering the water column from 400
m to 3100 m with 7.5 m sampling increments The 900 m array aperture piraoduced a
1° beam at 100 Hz. A detailed estimate was obtained of the vertical spatial
variability of ambient noise as wind speed increased from 2 m/s to 12 m/s over a
21 hour period.

Previous work indicated that the array shape may be estimated as straight
and nearly vertical, moving tor the most part like a simple pendulum [Sotirin and
Hildebrand, 1989]. Array calibration showed that specific channels may be limited
by system noise and should be avoided, however the accumulated effect of these
channels does not contaminate the directional spectral levels [Sotirin and Hodgkiss,
1989].

The present work is presented in three sections. Preliminary statistical test
results, reported in Section I, show that ambient noise data consist of independent
samples cof normally distributed processes which are stationary over limited time
periods. Temporal variability of ambient noise is studied to assist in comparisons
of data recorded at different times. Issues of spectrum restoration, beamformed
sidelobe leakage and angular resolution are discussed in Section [Il. Ambient noise
spectral levels, presented in the last section, are compared to previous
measurements. The small noise level variation with denth the chare of the cnatial
distribution and deviations with respect to frequency, time and wind speed are
presented. A fine scale analysis of ambient noise during the passage of a local
storm is shown,

4.3. TEMPORAL VARIABILITY

This section describes the temporal variability of ambient noise as a
prerequisite to data processing and interpretation. The ambient noise field is
analyzed for independence and time stationarity. Earlier investigations indicated
that the time pericd of fluctuation depends upon the mechanism generating the
noise; measurements above 150 Hz correspond to weather patterns whereas noise
measurements between 20 and 150 Hz correspond to the proximity, density and
speed of ship traffic [Jobst and Adams, 1977]. Our results show that complex
narrowband samples at 75 Hz, a ship dominated frequency, are independent and
Gaussian with stationarity lengths longer than previously reported (3 minutes at
high wind speed [Arase and Arase, 1968] and 22 minutes at unreported wind speed
[Jobst and Adams, 1977]. The underlying processes create an ambient noise field
which varies with ship distribution, speed and density, and with environmental
parameters such as wind speed and sound speed profile. The mean distribution is
modulated by small scale variations which impose a limit on the significance of
measurement deviations. The variance of ambient noise speclral measurements
increases with the length of time between samples, even for constant array depth,
wind speed and time of day.
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4.3.1. Statistical Tests

Statistical tests were used to analyze ambient noise data for independence,
stationarity and normality. The test data consisted of sequential complex spectral
estimates at 75 Hz every second (1.024 s) over a 50 minute interval for each of the
120 array channels. The estimates were calculated with a 1 Hz bandwidth from 512
data samples windowed with a Kaiser-Bessel function (o = 2.5). Two data segments
were selected: (1) local wind speed of 4 kts (Julian day 268, GMT 1010 where GMT is
Greenwich Mean Time) with the array deployed vertically hetween 2200 m and 3100
m and (2) local wind speed of 20 kts (Julian day 258, GMT 1437) with the array
deployed between 400 m and 1300 m.

Sample independence was determined using the nonparametric runs test
based on pair-wise deviations [Middleton, 1969]. Sequential sign consistent values,
calculated as the difference between sequential sample pairs, constitute a run. If
the narrowband process at a sensor is A(t)cos(wt + ¢(t)) and the inphase and
quadrature components are I(t) = A(t)coss(t) and Q(t) = A{t)sins(t) respectively,
then the pairwise values employed in the runs test are SGN{I(t) — I(t+1)], and
SGN[Q(1) — Q(t+1)]. where t is incremented (6t = 2 s) over the data segment. The
number of runs then is illustrated by example; i.e. +++--++---+----++ has r=7 runs,
M,=8 positive values, M,=9 negative values, and M=17 values. If the data are
independent observations of the same random variable then, for large M (M > 40), r
is a normally distributed random variable with a mean and variance of [Bendat and
Piersol, 19711

2M M. L 2M My(2M M, — M)
=224 ol :
M(M—1)

Vi Zy =(r — pu)/o,

where Z; is the test statistic. The test statistic Z; is a zero mean Gaussian random
variable which is iested against an apriori determined threshold Z,, where o is the
significance level. The null hypothesis for this test is that the M observations are
independent samples of the same random variable. If Z; < Z, then the null
hypothkesis is accepted at the o level of significance. The data segments for this
test were each 50 minutes long (M > 4000) and results for the 0.05 and 0.i
significance levels were calculated. The significance level is the probability that the
null hypothesis will be rejected when the segment is independent; at the 0.1 level of
significance, 90% of the segments should pass. Inphase and quadrature
components for each array channel result in 240 data segments, so at the 0.1 level
of significance, 24 test results would be falsely rejected and at the €05 lcve! of
significance, 12 test results would be falsely rejected. At low and high wind speeds,
18 and 24 segments failed the test at the 0.1 level of significance level respectively,

and 10 failed at the 0.05 level of significance, showing that the data are
indepcndcnt.

The stationarity time length was determined by the Kolmogorov-Smirnov
two-sample test. This method used the cumulative distribution function (CDF) of
the data (Figure 4.1) which is the fraction of samples whose amplitudes are less
than a specified value. Procedurally, the data segment is divided in half and the
CDF is calculated for each half. The Kolmogorov-Smirnov test statistic is the
maximum value of the absolute difference between the two (DF's:

Zoqmpr- = MUXIFy (X) - F.,z(x)l,

The null hypothesis is that the two data sets belong to the same distribution. If
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Figure 4.1 Cumulative distribution two-sample test. The results of the Kolmogorov-Smimov
two-sample test are shown for the inphase and quadrature components of array channel 23 for
a 50 minute time segment at 75 Hz. The segmentontop' 1 arcepted as being stationary at
the 0.05 level of significance. This segment was recorded -+ - * . a low wind condition (2 m/s)
and the array was deployed nominally to 2650 m. The segmec... un the bottom (b) fails at the
0.05 level of significance; 10 m/s winds prevailed and the array was deployed at a nominal
depth of 850 m. The Julian day (Jday) and Greenwich inean time (GMT) are indicated.
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Figure 4.2 Data stationarity. The probability a of the obscrved test statistic is shown for the
inphase and quadrature components of each array channel. The o’s represent the low wind
speed data segments; the x’s represent the high wind speed data segments. The 0.05 level of
significance is shown with small dashed lines; the 0.1 level of significance is shown with large
dashed lines. Probabilitics greater than 0.25 were clipped for illustrative purposes. Interpreta-
tion of this data is such that any test result represented as an x or o which is less that a
specified probability fails at that level of significance; e.g. the null hypothesis that the two
data segments have the same distribution is rejected at the 0.05 level of significance for any
result which is less than 0.05.
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Zeampie << Z,, then the hypothesis is accepted at the « level of significance. For a
large number of data points (N>20), the significance level of the test statistic z,,m1.
is [Press, et al, 1986]

QKS(Za)Zsamplc) = Qgs(A\) =2 X(—l)j—l 6_2"2 Xz,

J=1

NN,

where X = N, 7 N, Zsumpie

The significance level was calculated for the inphase and quadrature components of
each array channel over time periods of 20, 30, 40 and 50 minutes {Figure 4.2).

The results are different for the two data segments. The low wind speed
segment is stationary at the 5% level of significance for up to 50 minutes. At 60
and 70 minutes, the number of individual test which fail is still less than 9% at the
0.05 level of significance. For the high wind speed segment however, the
stationarity hypothesis is accepted at the 0.05 level of significance for a segment
length of 20 minutes, but fails by a narrow margin (5.42%) at 20 minutes with the
number of failures increasing significantly above 30 minutes.
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The hypothesis that the data components are normally distributed is tested
using the Kolmogorov-Smirnov one-sample test. The procedure is similar to the
two-sample test with the test statistic z,,,,, defined as the maximum difference
between the experimental cumulative distribution and that of a normally
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distributed function with the same mean and variance as the data segment. The
null hypothesis that the inphase and quadrature components of the narrowband
noise are normally distributed is accepted at the « level of significance if
Zsample < Z,._The probability that z,.,. << z, is calculated from the equation above
with >\=\/szm,,,e, where N is the number of data samples in the segment.
Although the probability is defined for an apriori determined theoretical
distribution, use of the data samgle mean and variance leads to a more conservative
test by decreasing the observed test statistic [Middieton, 1969]. The cumulative
distribution functions for array channel 23 and the Gaussian distribution with
sample mean and variance are shown in Figure 4.3. The hypothesis was accepted
for the inphase and quadrature components for both the high and low wind speed
segments at the 0.05 fevel of significance.

There appears to be a local wind speed dependence in the stationarity
results (Figure 4.2). However, additional data samples were not available to
corroborate this hypothesis, and due to the difference in array depth during the
recording of tie samplés, 3 wird dependence can not be substantiated without
further analysis. Although these tests were conducted over onlv a few daia
segments, it is assumed that under similar conditions, the data segments used in
the ambient noise analysis may be considered independent, stationary and normally
distributed.

4.3.2. Spectral Estimate Variability

In many investigations, the variation in ambient noise due to specific
processes requires that the noise field be sampled at different times. For instance,
to investigate ambient noise versus wind speed, the data recorded at specific wind
speeds but at different times are compared. The mean spectral level is a not solely
a function of wind speed and an estimate of the small scale variability is required
to ascertain the significance of changes in wind speed. This variability is 2
combination of spatial and temporal interference patterns across the array during
the sampled interval. To estimate the variability of ambient noise spectral values
with time, spectral estimates at 75 Hz were calculated from data recorded during
similar environmental conditions and at approximately the same time of day. The
data were analyzed in terms of the variance of spectral differences across the array
versus time. Squared magnitude estimates over a 22 minute interval were averaged,
calibrated {Sotirin and Hodgkiss, 1989] and plotted for each array channel at 75 Hz.
The data were selected to be free of any known nonstationary effects (e.g. seismic
profiler, large strum amplitudes, nearby ships) with the expectation that the
spectral level would very smoothly across the array. A regression fit to the data
(whose mean level varies little with depth) was subtracted leaving channel
deviations. The time difference between these channe! deviations is illustrated in
Figure 4.4 where increasing variability is seen with increasing time lengths. This
increase is quantified by calculating the variance across the array for each of the
data segment pairs, and is plotted as a function of the logarithm of the time
difference in Figure 4.5, demonstrating time variability of the ambient noise field.
Although a sparse sampling is presented, a definite increase of variance is observed
with time. Differences in spectral measurements taken at different times or at
different spatial locations which are about 1 dB, could be due to either temporal
and/or spatial variability of the source mechanisms in force,
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as a function of time were differenced to investigate temporal variability across the array. The
panels represent the channel to channel variation of spectral estimates separated in time by the
amount shown above each panel. The spectral estimates were generated by incoherently
averaging the squared magnitude FFT outputs for each array channel. The input segments
were 50% overlapped, Kaiser-Bessel windowed (a=2.5), 1 second time series resulting in
2583 estimates of 0.98 Hz bin width. Each data sequence was 22 minutes in length and the
results were plotted in dB re pPavHz. The 95% confidence interval of the estimates is +0.166
dB, -0.162 dB.
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Figure 4.5 Variance as a function of time. The variance across the array of the spectral esti-
mate differences is plotted as a function of the logarithm of the time difference.

4.4. INTERPRETING BEAMFORMED DATA

An acoustic array is a collection of hydrophones at discrete points in space
whose outputs may be coherently combined in the beamforming process to
estimate the directional spectrum of the ambient noise field. Use of such an array
produces a distorted picture of the true directional spectrum, which may be
discussed as two separate artifacts. The first is attributable to the discrete
sampling of a continuous process, yielding limitations in wave numbecr amplitude
and spatial aliasing at frequencies above f = ¢/2d where ¢ is the propagation speed
and d is the array element spacing. The second is attributable to the spatial
response of the array (a function of the array aperture) which bounds the angular
resolution in vertical angle of arrival. If the array response (beampattern) were
represented by an impulse function, then the beamformer cutput would accurately
reflect the actual noise field input. This is not the case for the array considered
here whose weighted sgatial characteristics, due to finite length and limited number
of elements, are described by a main beam of non-zero width which varies with
frequency, and sidelobe levels between -30 and -40 dB.

The array beampattern is a spatial filter which is convolved with the true
noise field to produce the estimated spatial spectrum. The Fourier transtorm of the
beampattern illustrates the angular resolution of the array and is shown for 55 Hz
in Figure 4.6. The estimated spectrum has a band limited angular response because
the angular resolution is band limited. The zero crossing of the beampattern,

known as the critical angle &, [Bracewell and Roberts, 1954), is approximated by [\

where X is the wavelength and [' is the array aperture. The critical angle for the
specific range of wave lengths considered here varies from 0.112 to 0.013 requiring
a minimum sampling intevrval of 0.056 to 0.0065 radians (3.21 to 0.37 °) which is
satisfied by the 512 point transforms discussed in the next section.

Recognizing the limitations of the array, various approachs have been
suggested to estimate the true noise field, assuming that the array response
function is independent of steering direction and is well known [Bracewell, 1958:
McDonough, 1975). These methods are constrained by the nonuniqueness of the
solution, numerical difficulties, processing artifacts and uncertainty in the array
beampattern response. A technique known as successive substitution [Bracewell and
Roberts, 1954} was applied to samples of the measured ambicent noise field at
various frequencies to ascertain the gross effects of the array as a measurement
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Figure 4.6 Angular resolution of the array. The theoretical array beampattern at 55 Hz is
shown (a) for physical angles in nommalized linear units on an expanded horizontal scale
(-n/16 0 +1/16). The Founer transform of this beampattern shows the bandlimited angular
frequency cutoff at x = I'/A.

system. An alternative to the restoration scheme in determining the limits of array
distortion is that of a more controlled environment in which the "true” noise field,
completely determined apriori, is convolved with the estimated array beampattern
and compared to the measured data. Simulations indicate a sensitivity to array
sidelobe structure under certain conditions, consequently absolute levels outside
the ambient noise pedestal, must be viewed with regard to the parameters
discussed below.

4.4.1. Spectrum Restoration

This technique is an iterative method of correcting the distortion produced
by the array in estimating the true spectrum. Adjustment AM to an initial
approximation of the true directional power spcctrum M., is accomplished by
subtracting the convolved output of M,,, and the known array heampattern A, from
the measured directional power spectrum M,;

AM =M, -(A*M

app)-

The initial approximation M,,, is adjusted producing a new approximation for the
next iteration, proceeding until the adjustment is small; typically only a few
iterations are requred. Using the array beamformed output M, as the initial
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appro.imation, the procedure is shown below;

M, - M, |+ (M, - A*M,_).

The resulting restored spectrum remains band limited because of the anpular
resolution of the array and is termed the principle solution, restoring the
components within the array's measurement capability. If the true spectrum
contains components outside the band of the array (>\ in Figure 4.6), then the
Fourier transform of the principle solution will contain a discontinuity at \ which
may produce oscillatory characteristics in the restored spectrum. To illustrate the
seriousness of this effect for the vertical array measurement of the ambient naise
field, a simulated field was constructed (Figure 4.7). This field is defined in wcrims
of normalized wave number

v dsing
A B

where the limits of visible space correspond to sind = +1, or —kd>v<+kd; k is the
wave number, d is the array element spacing and ¢ is the look direction. It is
possible to incorporate phase delays which correspond to space that is not
physically realizable. This space is referred to as invisible space and the beams
corresponding to delays > ikdl are called virtua! beams. The ambient noise fild
used for this simulation is typical of ambient noise at 55 Hz with high angular
frequencies (Figure 4.7a). This field was convolved with a known array beampattern
(Figure 4.7b) at 55 Hz to produce the measured spectrum (Figure 4.7¢) which was
introduced as the initial approximation in the iterative restoration scheme.
Comparing the principle solution (Figure +.7d) to the true spectrum (Figure 4.7a)
illustrates their differences including: overshoot in regions of sharp angular change,
oscillation particularly in the invisible region, a slight broadening of the pedestal
width and a small amplitude deviation of l[ess than 0.5 dB. An example of
restoration of the ambient noise data discussed in the following sections is shown
in tigure 4.8. The array heampattern (Figure 4.8a) used a Kaiser-Bessel (..=1.5)
amplitude -veighting function and the estimated array amplitude and phase
calibration errors {Sotirin and Hodgkiss, 1989]. The original angular distribution
(recorded on lulian day 270 at 0400 GMT) is typical of ambient noise data at high
wind speed for 55 Hz with a 15 dB pedestal approximately between :18 ol
horizontal. Restoration sharpens the discrete source components, minimally
increasing the peaks and decreasing the valleys, but preserves the absolute levels
and overall shape. There are noticeable oscillations in this example, particularly at
the higher angles. The gain in directional resolution, particularly in the pedestal
region, is offset by the additional processing required, the relatively minor level
corrections, the obscure distinction between processing artifacts and restored
distribution, and possible errors in the estimated beampattern. Therctore,
restoration was not applied to the bulk of the data but used as a tool to aid in data
interpretation for select cases.

The small differences between the measured noise field and the restored
noise field outside the pedestal region in 'igure 4.8, indicate that this region is not
contaminated by array sidelobe levels as illustrated by the 2-3 dB level change in
Figure 4.7 for the same region. The susceptibility to array sidelobe contamination
of different measured distributions is quantified by simulations below.
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Figure 4.7 Spectrum restoration simulation. The spectrum restoration method is test for
simulated ambient noise data by defining the "true” vertical ambient noise field where the am-
bient noise pedestal is represented here with a 0 dB level between +0.085. The level then
drops to -25 dB untl ¢~ linit of real space at +0.275, beyond is invisible space at a -100 dB
level. This "true” nois: *-¢ld (a) is convolved with a known array beampattern at 55 Hz (b) o
provide a measured spectrum (c) with which to test the method expecting to restore the origi-
nal spectrum (a). The resulting solution is shown in (d) to ¢xhibit some oscillatory charac-
teristics and a slight level decrease.
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Figure 4.8 Ambient noise spectrum restoration. A representative example of the spectrum
resioration using array beamformed data at 55 Hz from Julian day 270 at 0400 GMT with an
11 m/s wind speed. The positive angles represent upward looking angles. The array beampat-
tem used in the restoration is shown in (a), the original angular spectrum is shown in (b) and
the restored spectrum is shown in (c). The restoration increases the peaks in the pedestal by as
much as several dB and decreases the valleys similarly. The levels outside the pedestal exhi-
bit oscillatory characteristics, but in general, the absolute levels and overall shape are
preserved.

100




1 —

S10 Reference 89-10

4.4.2. Simulations

Insight into the distortion imposed by the array tnay be gained by
convolving a simulated spatial noise field with the array beampattern, and
quantifying the result in terms of a main beam to sidelobe ratin. The spatial
ambient noise field is approximately described by a +15° to +20° pedestal at a level
of 5 to 30 dB above the high angle level where "high angles” are defined to be
visible space outside the pedestal region. Although the pedestal height is defined
relative to the high angle level, a change in pedestal height actually reflects a
change in the high angle level as opposed to a change in the pedestal level. The
array beampattern is approximately described by a narrow rectangular main beam
with flat sidelobes at -30 to -35 dB. The width of the rectangular main beam is
calculated to provide a power gain equivalent with that achieved with the calibrated
main beam, shown in Table 4.1 as equivalent beam width (EBW) for a broadside and
45°X looking beam. For the normalized beampattern in Figure 4.6, the EBW =

T

). B(no) where B is normalized power magnitude shown in the figure. The main
N

A= ——

beam to sidelobe ratio (MSR) is then defined as the integrated power seen by the
main beam when it is steered to a specified direction over the integrated power
seen by the array sidelobes, given the known spatial ambient noise field.

Frequency (Hz) 15 35 55 75 95 105 | 115 | 125

broadside EBW 84° 1 36° | 23° | 1.72 | 13| 1.2° | *.I° | 1.0°
45° look angle EBW 12.1° | 5.1° 1 3.3° | 24° | 1.9° 1.6° | 3.7°

N
o

Table 4.1 Equivalent beamwidth.

Two sets of simulations were conducted. The parameters varied during the
simuiations were pedestal width, pedestal height, array sidelobe level, look
direction and frequency. The first set was conducted at 55 Hz for various spatial
noise fields and array sidelobe levels with results shown in Table 4.2. The noise
fields considered were +15° pedestal width at power levels of 10, 20 and 30 dB
above the high angle levels, and +18 and +20° widths at 10 and 20 dB levels. Two
array sidelobe levels were specified at -30 and -35 dB relative to the main beam, and
two look directions were specified at broadside and +45°. Interpretation of the
MSR results are enhanced by examing the relative differences in angular component
levels. That is, for a pedestal of +18° width and 20 dB height, the convolved
response accurately measures the pedestal width but distorts the height. Relative
differences between the true height and the convolved height are shown in
parenthesis in Table 4.2 preceding the corresponding MSR for selected cases. To
achieve a measured response to within a 1 dB level of the true distribution requires
an MSR of about 0.85 dB. The results show that the MSR is more than adequate to
measure the pedestal distribution irrespective of the specific parameters, however
the higher angle levels are sometimes distorted. As the pedestal width is increased,
the MSR decreases as more energy is picked up by the array sidelobes. As the
pedestal height is increased, the MSR at the +45° look angle decreases. The second
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| Noise Array | Mainbeam to | lLook .
field sidelobe Sidelobe direction 1!
_description level (dB)w__ggyo @VB) e L]
1.1 | broadside ||
R 13| w45t
a 35 1.6 broadside |
pren bt i e quve ;‘A;f* +—= ‘._::;11.181: __._l,'t_,’.r_f} 3'::_?;:5
+15 i 30 ’ 1.7 ! broadside |,
0.90 +45°
pedestal o . S
. o
2.2 i broadside |
at 10 dB -35 L4 | a5 7~
+15° | 30 1.9 I broadside |-
pedestal i i 0-08 Hh R
! p
? 2.4 broadside |1
at ZOd_B___i __-_35 _i 057 | #45° *L
+15° .30 T 1.9 broadside |
pedestal L—»——_L_ 1.0 4| :
< 2.4 broadside ‘
at 30 dB -35 -0.40 +45° .
+18° 30 1.7 broadside
pedestal (0.75) O.§5 +45 |
i
2.2 broadside |
a[ ].O dB '35 ].3 +450 .
+18° 30 1.8 broadside
pedestal (4.0) 0.0 +45
; !
2.3 broadside
at 20 dB 35 (1.75) 0.49 +45° |
+20° .30 1.7 broadside
pedestal 0.81 +45 |
|
2.2 broadside |!
at 10 dB -35 L 13 +45° !
+20° 30 1.8 broadside !
pedestal ] 005 ﬁ.iéish , _i
- 2.3 broadside i
at 20 dB -35 - 0.43 ﬁjis,ﬂ_mﬂ

Table 4.2 Mainbeam to sidelobe ratic (dB) at 55 Hz.

set of simulations was conducted for various frequencies, pedestal heights of 10
and 20 dB and a constant pedestal width of £18°, which approximates the ambient
noise field observed during the experiment. The results, shown in Table 4.3, exhibit
a decreasing MSR with increasing frequency, expected as the main beam width

decreases.
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Frequency Noisc Mainbeam to ] Look ]
field Sidelobe 1 direction
(Hz) description Ratio (dB)
+18° 10 2.8 broadside
dB 2.0 +45°
15 pedestal | 20 3.0 broadside
dB 1.2 +45°
+18° 10 2.4 broadside
3 . dB 1.6 +45°
> pedestal | 20 2.5 I broadside
dB 0.69 +45°
+18° 10 2.2 broadside
5 dB 1.4 +45°
2 pedestal | 20 2.3 broadside
dB 0.49 +45°
+18° 10 2.0 broadside
75 dB 1.2 +45°
pedestal | 20 2.2 broadside |
dB 0.34 +45°
+18° 10 1.9 broadside
95 dB 1.1 +45°
pedestal | 20 2.1 broadside
dB 0.2 +45°
+18° 10 1.9 broadside
115 dB 1.0 +45°
pedestal | 20 2.0 broadside
dB 0.15 +45°

Table 4.3 Mainlobe to sidelobe ratio (dB) with -35 dB array sidelobes.

It has been suggested that virtual beam levels (beams outside visible space)
may be used to indicate the sidelobe suppression levels of an array [Berrou, Bluy
and Wagstaff, 1982; Wagstaff, 1988]. The virtual beam level is indeed a function of
the array sidelobe level however other significant factors (array main beam width,
directional spectrum input) affect this level such that its interpretation is not
straight forward. For the directional spectrum provided by a typical ambient noise
field, and the specific characteristics of the array considered here at 55 Hz, the
drop in level between visible beams and virtual beams is shown in Figure 4.9 to be
less than 5 dB for array sidelobe levels of -35 dB and about 2 dB for sidelobe levels
of -30 dB. If the array calibration errors were to be included in the array
beampattern, the drop would be even less conspicuous. For a wider main beam and
a strong directional source [Wagstaff, Berrou and Cotaras, 1982}, this technique may
be more valuable as an array assessment tool. The directional spectrum in Figure
4.9 is plotted in terms of normalized wavenumber where +0.275 ropresent the
limits of visible space. The 'real’ data represents a +18° pedestal width at a 20 dB
level relative to the higher angles and 100 dB relative to the invisible space level.
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Figure 4.9 Virtual beam simulation. Virtual beams are those whose phase delay does not
correspond to a part of the visible spectrum. At 55 Hz, these beams are those between +0.275
to +0.5 and -0.275 to -0.5. The drop in level between real space and invisible space is a func-
tion of the ambient noise field and the array characteristics. The original spectrum (a) is con-
volved with the array beampattem (b) shown for two sidelobe levels. The simulation results
() and (d) represent sidelobe level< of -30 dB and -35 dB respectively.
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Figure 4.10 Measured virtual beam levels. The drop in level between real space and invisi-
ble space for vertical ambient noise is seen at 2 to 5 dB levels. The data were recorded during

high wind conditions (11.3 m/s) at three array depths.
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The -100 dB level of the virtual beams represents the array electronic noise floor,
mechanical energy, and energy from incoherent sources. The array sidelobe levels
were constant at -30 and -35 dB relative to the main team. The virtual beam level is
demonstrated for experimental measurements in Figure 4.10 where the expected
drop is evident particularly for 75 Hz whose corresponding MSR i3 less that that at
S5 Hz.

The beamfor.ned array data reflects the true ambient noise directional
spectrum with some constraints. The beamformer has been shown to have
limitations in wave number and vertical arrival angle resolution due to discrete
sampling and a nonzero main beamwidth. The large number of elements in this
particular array mirimizes the distortion caused by the beamwidth but increases
concern regarding array sidelobe levels. By observing the main beam to sidelobe
ratio under various noise field conditions, it is seen that the array correctly
estimates the level and width of the ambient noise pedestal but distorts the high
angle level. This amount of distortion increases with frequency, pedestal height
and pedestal wid:a. For a +18° pedestal, the array is capable of measuring a 10 dB
pedestal height to within I dB at all frequencies considered, however as pedestal
height increases to 20 dB, the MSR decreases with frequency until at 115 Hz, there
is approximately a 3 dB error in high angle level.

4.5. VERTICAL DIRECTIONALITY AS A FUNCTION OF WIND SPEED

The large array aperture (900 m) provides greater directional resolution
than any previous work at low frequency. While increasing the resolution, the large
aperture also raises concerns about the validity of conventional beamforming due
to array shape and wavefront curvature. The array was equipped with an acoustic
navigation system [Sotirin and Hildebrand, 1989] which, for the data set presented
here, showed the array was straight and vertical to within 1°. Wavefront curvature,
resulting from variations in sound speed across the array aperture, is not a major
source of error in the ambient noise analysis [Tran and Hodgkiss, 1989], mainly
affecting signals arriving within £5° of horizontal with small losses in signal level
and a slight distortion in arrival angle. Another concern is mechanical motion or
array strum injecting signals which could interfere with ambient noise
measurements. It is shown below that although the array does exhibit strum
characteristics, the signals are narrow in frequency and in apparent direction.

Ambient noise directionality data were studied at various array depths and
local wind speeds. During the passage of a storm, the array was deployed at three
depths, provides an opportunity to examine the variation with depth at three
nominal wind speeds. Nine 2-minute data segments were processed. The mid-array
depth for the three deployments were 850, 1750 and 2650 m, and recorded wind
speeds were within 0.5 m/s of 3.1, 7.2 and 11.3 m/s, for the low, medium and high
designations. The passage of another storm increased local wind speed from 2 to
12 m/s over a 21 hour period. Two minute samples were selected every 20 minutes
during this event to provide a detailed investigation of the directional variability
with increasing wind speed.
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4.5.1. Data Processing

Data integrity was verified by examining time series and spectra for
representative elements. Two-second time series of the 120 channels were scanned
at the beginning, middle and end of the 21 hour time series to note any channel
variations during the storm. For each 2 minute segment analyzed, the time series
for a representative element was plotted over the entire segment to identify any
obvious contaminants, such as a seismic profiler operating off the California coast.
The profiler signature was perceptible in the time series as shown in Figure 4.11,
and was removed prior to subsequent processing. The removal involved piece-wise
incoherent averaging in the frequency domain. Calculating the spectra of one
channel per array section provided a mid-process verification of the data.

Further processing consisted of selecting desired f{requency bins,
compensating for an array sampling offset [Sotirin and Hodgkiss, 1989] and
beamforming across the full array aperture as well as two 20 element subsections.
The data segment (65536 samples for each of the 120 channels) was frequency
transformed using a 1024-point Fast Fourier Transform (FFT) after application of a
Kaiser-Bessel (a=2.5) window. Spectral estimates (0.49 Hz/bin) were selected at 5
Hz increments from 15 to 130 Hz, avoiding narrow band contaminants at 60, 115
and 120 Hz by shifting to 61.0, 113.8 and 118.7 Hz. A frequency dependent phase
correction was implemented to account for the sampling offset. The spatial
conversion was accomplished using an FFT beamformer, analogous to the time to
frequency domain FFT as discussed below. For a time sampled plane wave signal
s(t) = e/*! arriving at the array at an angle ¢ from the horizontal, the output of the

nth array element is a,(t) = s(t + Lz_c{gn_()) where d is the array element spacing, and

¢ is the propagation speed. A time delay beamformer is a delayed sum of the N
weighted element outputs:

z
|

N- -
n 0
By = S w(n)an(t—nr) = Y win)s(t + 295100 _
n=0 n=0 ¢
N—j] Ju,i{s“w N:‘ jn(ﬁdslnﬂ-—y;)
= Y, w(n)e/-te ¢ el =Y win)e P
n=0 n=0

where 5 is the delay corresponding to the look direction ¢; of the main beam and is
equal to kdsing; where k = 2x/x. Defining ¢ as

& = kd(sino—sing;)

the beamformer may be evaluated using FFT algorithms:

) N-1 jné
2rft Al
B, = e?2 1" N w(n)e

n=0

The parameters of the temporal transform are compared to the spatial transform in
Table 4.4. The beamformer was implemented with M=512 points, a Kaiser-Bessel
(n=1.5) shading function w(n) and a spatial sampling frequency of 0.131579
samples/meter. This sampling deviates slightly from the array design element
spacing of /.5 m due to strain in the kevlar strength member under tension. The
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spatial samples were incoherently averaged, and converted from electrical angle ¢
to physical angle o_asin(¢/kd) The average magnitude-squared results were
calibrated to dB re 1 pPa/VHz Deg by normalizing by the number of points N, the

power in the window function (—— B‘W (n)) and the spatial sampling frequency, and
._()
by converting wavenumber to degrees with the factor

__=f T
dk,/d0 = 755 c0s(g5?)

where k, is the digital spatial frequency %sir.a analogous to the digital time

frequency f. This normalization presents the data in terms of average narrowband
intensity received by the array per vertical degree.

Temporal Spatial Mode
2( 27T .
we = Tr =2rf k. = 5 continuous
f = temporal frequency % = spatial frequency

wg=we g = 2nf ky = £7LdsmO
fs
sing .
f = temporal frequency e spatial frequency discrete

fs = temporal sampling frequency % = spatial sampling frequency

Table 4.4 Temporal vs. spatial transform parameters.

4.5.2. Array Strum

The mechanical vibrations of the array, induced by water currents and
surface platform motions, are limited to low frequencies (5-30 Hz). There are two
modes of vibration identified in the array time series data which may potentially
contaminate the ambient noise data. The transverse component, modeled as if the
array were an infinitely flexible string, has a computed speed of ¢ = T/p where T
is the tension (Newtons), and y is the array mass/unit length (kg/m), and assuming
standing wave propagation, the frequency is v, = nc/2l', where n=1 for the
fundamental frequency, and I' is the length of the string [Morse and Ingard, 1968).
The array system is composed of 4 component parts: uplink wire, array, kevlar
strength member and weights. The system mechanical parameters were estimated as
follows: mass of 1887 kg, center of mass at 954 m, weight in water of 5880 N and
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density of 1.44 gm/cm3. Using these parameters for an infinitely flexible string
with uniformly distributed mass and small displacements, the velocity of a
transverse wave traveling down the array would be 54 m/s, and the fundamental
frequency assuming standing waves would be about 0.03 Hz. Velccity
measurements of this component are difficult because of the relatively low
amplitudes and propagation interference due to the stiff section splices and
processor pressure cases, however, from a typical time series plot [Sotirin and
Hildebrand, 1988, Figure 8] the speed is estimated to he 43 - 53 m/s, comparing
favorably to the calculated speed. The speed and frequencies characteristic of the
longitudinal mode are more difficult to predict because of uncertainty in elastic
moduli estimation. Observationally, the longitudinal mode is more apparent than
the transverse mode, traveling down the array at a measured speed of 1800 m/s
from the surface and a frequency of about 20 Hz. Since the speed of propagation
for ambient noise beamforming is 1500 m/s, signals propagating at other phase
velocities appear at non-endfire angles. Using Snell’s law:
¢ C2

sing,  sing,

where ¢, = 1800 m/s, ¢; = 1500 m/s, and ¢; = 90°, gives ¢, = 56°. A series of
directional spectra with prominent longitudinal strum are shown in Figure 4.11
demonstrating the arrival structure and time variability of the strum events.

The transverse component of strum is not apparent in the directional
measurements due to its low amplitudes and relatively slow propagation speed.
The longitudinal mode however, is evident in the ambient noise directional
spectrum at arrival angles from 45° to 65°. The angular isolation of the strum
signal allows the pedestal structure of the ambient noise field to be analyzed
without contamination unless the strum signal is strong enough to compete with
the power seen by the mainbeam through ~rray sidelobe leakage.

4.5.3. Ambient noise as a function of wind speed

Ambient noise has been shown to be a function of frequency, location,
depth, direction and source mechanism. The frequency dependence of ambient
noise has been studied extensively and is summarized by Urick [1984]. We consider
the frequency band between 15 and 130 Hz, referred to in the literature as the low
frequency band or low sonic band (20-200 Hz). Within this band the predominant
sources are man-made (shipping and seismic exploration) and environmental (wind
and wave induced turbulence). The importance of location is related to the
proximity of major shipping lanes and storm tracks. The difference in spectral
levels with depth is small until critical depth (where the sound speed at depth is
equal to that at the surface) is reached [Morris, 1978]. Directional characteristics,
the major emphasis of the data analysis below, is far from isotropic, depending on
source distribution and relative strength, and propagation parameters such as
sound speed profile, mid-water reverberation and range dependent boundary
coefficients. The purpose of this report is to investigate the influence of local
storms on the directional spectra of low frequency ambient noise data collected in
the NE Pacific above the critical depth.

Low frequency measurements show persistent directional characteristics,
associated with distant shipping lanes and density patterns, which are smoothed by
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environmental contributions. This dependence is manifested in vertical
distributions as a broad, angular distribution of noise intensity near the horizontal
referred to as the ambient noise pedestal. The range of angles spanned by the
pedestal, or pedestal width, is a function of the ccean boundary and refractive
effects on propagation. The pedestal height reflects the contributions from
shipping and environmental sources arriving at near horizontal angles relative to
those arriving at higher vertical angles. Coastal shipping, narrow in frequency and
direction, and coastal storms, which fill in the spectrum, may be converted to
horizontal angles by downslope conversion {Wagstaff, 1981]. Other distant
shipping noise may be converted to horizontal angles by surface reflecting rays
which refract at a depth above the ocecan floor. High latitude storms may also
contribute by means of the depth varying sound specd minimum [Anderson, 1979;
Bannister, 1986]. Outside the pedestal, local effects may dominate. The patterns
which reflect distant sources are confined to low frequencies and near horizontal
angles due to the relatively low attenuation for non-bottom interacting paths.

The data discussed here were recorded during September 1987 in a high
shipping density area about 400 nm west of Monterrey, CA in deep (4667 m) water.
Spectral levels are consistent with high shipping density [Urick, 1984] when the
effects of the seismic profiler operating off the California coast are removed:
measurements at 100 Hz were about 79 dB re yxPa/\V'Hz for low wind speeds. The
broadside beam levels at 100 Hz were about 80 dB re uPa/\'Hz. These
measurements are 10 dB re pPa/VHz higher than those measured by Anderson
[1979] and slightly lower (3 dB) than those measured by Wales and Diachok [1981].
These levels are about the same as those measured by Hodgkiss and Fisher [1987],
however, we observed a pedestal height at low wind speeds about 10 to 15 dB
lower. For a typical measurement of 12 dB pedestal height over +16°, the power
integrated over the pedestal is 3.5 times that contained in the higher angles. Thus,
omnidirectional spectral levels would only deviate on the order of 1 dB due to the
power difference in the higher angles. Estimating levels from gray-level type plots,
it would appear that the pedestal height for data at 100 Hz measured at 30 ° from
broadside, shown by Carey, et al [1985] is 12-13 dB, whereas Wales and Diachok
{1981] measured about 10 dB. Burgess and Kewley [1985] present data measured in
the South Fiji basin, where ship trafiic is light, having lower absolute levels and a 15
to 20 dB pedestal height. Since broadside levels are a function of the proximity of
shipping lanes and storm tracks, a lower absolute level is expected.

The test site 40C nm off the coast of California was affected by major
shipping lanes to the north, coastal shipping to the east and for the duration of the
experiment, storm tracks to the south, an area riddled with complex bottom
topography providing opportunities for downslope conversion [Morris, 1975].
Using only a vertical array, however, the azimuth of the pedestal source is not
determinable.

Although ambient noise is normally considered to exclude identifiable ship
sources, with increased directional resolution, the effect of ships (identified as
angular point sources) at times dominates the pedestal structure. Arrays with less
resolution smear these arrivals, producing a much smoother distribution. To allow
commparison, the discrete sources should be integrated. To measure the true value
of ambient noise an estimate of the level between the discrete ship sources should
be recorded (thereby smoothing over signals which are not resolved by the present
array). At 100 Hz, the inter-ship level in the pedestal is about 78 dB re yPa/\V'Hz or
58 dB re uPa/VHzDeg for wind speeds up to 10 m/s, this level increased by several
dB at about 1500 GMT, possibly due to downslope conversion of energy from the
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approaching storm.

Surface ships at propagation convergence zones also present strong
directional lines which can vary rapidly with time (Figure 4.12), the magaitude
changing as much as 2.5 dB/minute. A limited radar range was available during the
experiment, so ships further away than 42 km (just short of the first convergence
zone) were not logged. The strong narrow beam c<ignals outside the pedestal are
most probably generated by the same ship at fairly close range even though it was
not observed by radar. A surface source at a range of 27 km would arrive at the
array with one bottom bounce at +24” and two bottom bounces at -31° and +38 as
seen in Figure 4.12.
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Figure 4.12 Continuous directional time series. Dircctional spectral levels were estimated
from consecutive 2 minute time segments over 58 minutes at 75 Hz (0.5 Hz bin width). The
time samples were recorded on Julian day 268 at 1000 GMT with a mid-array depth of 2650
m and 3 m/s wind speed. The narmow band estimates were shaded with a Kaiser-Bessel
{ax=1.5) window prior to the spatial transform (2.8 samples/degree). The magnitude variation
of the signal seen beginning at 38° was as much as 2.5 dB/minute.

Ray diagrams are helpful in visualizing pedestal dynamics. Ambient noise
pedestal height reflects the energy trapped in the deep sound channel and pedestal
angular width is defined by the bottom grazing rays (Figure 4.13a). The structure of
the pedestal is modified by rays which reflect from the surface and whose turning
depth is above the ocean floor such that the energy is not attenuated by bottom
interaction. These rays transfer surface noise to the array increasing the pedestal
height within a narrow band of angles, thereby producing the pedestal “ears”
exhibited at certain times. The distribution varies slightly with array depth and
with local environmental conditions which are discussed below.

During the passage of a storm where wind speed increased from 2 to 13
m/s, the array depta was varied such that elements spanned the water column from
400 to 3100 m, albeit at different times. The mid-array depths were 850 m, 1350 m
and 2650 m. The differences, as a tfunction of these depths, in the directional
spectrum are expected to be small, with the pedestal width decreasing slightly
[Anderson, 1979]. The range of angles which exhibit the pedestal characteristics
and surface shipping “ears” vary with array depth as shown in Figure 4.13a. b and «,
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Figure 4.13 Pedcstal rays. The rays producing the ambient neise pedestal vary slightly with
array depth for the sound speed profile incasured at the experiment site. For the shallow array
depth (850 m) (a), the arrival angles contained within the pedestal are between +15°, an i sur-.
face noise armives between £12° and 215°. The mid depth (1750 m) (b) pedestal is defined
between £14° with surface noise arriving between £10° to £14°. The deep depth (2650 m) (¢)
pedestal is between +11° with surface noise arriving between £6° to £11°. The ray paths of
specific arrival angles are shown (d) which correspond to data in Figure 4.19. The associated

arrival angles 272 notated.
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however the difference is limited to a few degrees for the range of depths
considered here. The pedestal width should decrease slightly from +15° at the
shallow array depth to £11° at the deep depth, and those arrival angles containing
surface noise from reflecting rays should broaden from +12° to +15° at the shallow
depth to +6° to +11° at the deep depth. The amount of surface noise is highly
dependent on the amount of ship traffic and its distribution and produces large
variations in the measured levels. The pedestal height, since it is relativc ts the
high angle level, is also dependent on wind speed, decreasing as wind speed
increases. In general, the measured directional spectrum followed the expected
pattern but due to the temporal variability of ambient noise, strong discrete
sources and small predicted changes, the observed difference is not significant for
the range of depths considered. These predictions are based on the sound speed
profile at the experiment site and do not account for the range dependency of the
profile. The directional spectrum is shown in Figure 4.14 at 75 Hz for the three
nominal array depths and three wind speeds detailed in Table 4.5.

Julian | GMT | Wind Atray | Tape ﬂ
Day Speed Depth

L2066 15:10 low | shallow | 688
265 18:02 | medium | shallow | 634
270 20:25 high | shallow | 914
267 13:16 low | mid 736
265 08:38 | medium | mid 612
270 03:56 high | mid 878
267 03:28 low | deep 714
268 23:33 | medium | deep 812

| 269 | 14:04 high | deep 849

Table 4.5 Vertical Directionality Data: Wind Speed vs. Depth.

The pedestal height tends to decrease with wind speed, and surface noise arrival
angle ("ears”) decrease with depth, however the predicted decrease in pedestal
width is obscured. The array remained above critical depth, where other data have
shown substantial decreases [Morris, 1978], so it is not surprising that no
significant differences in omnidirectional spectral levels were observed for this
range of depths.

The frequency dependent aspects cbserved in the measured directional
spectra are a combination of effects such as frequency dependent attenuation and
main beamwidth variability. The increasing beam width of the broadside beam
from 2.0° at 95 Hz to 5.5° at 35 Hz (measured at the zero crossings) tends to
smooth the spectra as the frequency decreases (Figure 4.15). The smoothing
increases the appareni wiu and height of the pedestal as narrow beam signals are
integrated over adjacent angles. The increase in pedestal height is also due to the
decrease in attenuation with decreasing frequency. There is also a slight increase in
the levels outside the pedestal at higher frequency about 2 dB between 35 Hz and
95 Hz as seen in Figure 4.15. The time axis in this figure also corresponds to
increasing wind speed as described in detail below. There is a decrease in the
pedestal height relative to the high angle level as wind speed increases, and the
sharp drop off occurring at 14-15° is obscured as the high angle levels increase.
The effect is more apparent in the upward looking «..gles which at high wind
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Figure 4.14 Spatial distribution of ambient noise as a function of depth. The factors impact-
ing spatial distribution with depth are due to the small variation in arrival angles of the rays
which define the pedestal shape. In general, the pedestal width should decrease with depth
and the "ears” should arrive at angles which are slightly more horizontal. Due to the temporal
variability in ambient noise and the strong discrete sources, these effects are not a significant
factor for the range of depths considered here. Specific parameters for the 75 Hz data plotted
are found in Table 4.5.
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speeds, have slightly more power than the corresponding downward angles. This
occurs because the downward looking angles receive the local surface noise via a
bottom refiection. Although this difference is small, it occurs at all frequencies, and
is measured from Figure 4.14 to he about 1 dB at 40° and about 2 dB at 70°. The
clouding of the pedestal shape is more obvious in Figure 4.16 which presents data
at a low (a) and high (b) wind speed as a function of frequency, angle and power.
Absolute pedestal levels are approximately the same for all frequencies above 25
Hz however the increase in the angles outside those defined by the pedestal at high
wind speed tends to obscure the pedestal shape. This increase is estimated at 3 to
4 dB and does not appear to be a function of frequency.
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Figure 4.17 Spectral levels versus time. The magnitude squared values from the 2 minute
samples were averaged across the 2 minutes and then across selected channels giving one
value for each frequency every 20 minutes for 21 hours. The averaged values were calibrated
to dB//uPa/VHz and the 21 hour mean for each frequency was removed to observe relative de-
viation from the mean value. The data smoothed slightly by a time-corrected running mean
filter (n=4). Hourly wind speed estimates were smoothed by the same filter (Figure 4.19 shows
the original unsmoothed version). The time axis represents GMT on Julian day 257/258.

The small scale effects of wind speed dependence on ambient noise are
more easily observed from deviations about the mean levels. For this particular
data set, the wind velocity and swell height were recorded once an hour. The data
set analyzed commenced at the onset of an increase in local winds due to the
approach (>700 nm) of a hurricane shown on area weather maps. Comparing
average array spectral deviations to wind speed estimates in Figure 4.17, two
discrete level changes are observed, one occurring at approximately 1000 GMT and
the other at 1420 GMT. The increase in wind speed at 1000 GMT was caused by a
squall accompanied by gusting winds and heavy rain but lasting for only about an
hour. The corresponding decrease in spectral levels however, is shown not to
reflect local conditions but rather distant variations, by the directional spectrum
estimates of the same data set discussed below. The individual frequency data
(Figure 4.15) do show a slight increase in the high angle level at 0920 GMT with
heavy rain recorded at the local experiment site at 0916 GMT. The second level
change is caused by local events, most likely the commencement of breaking waves

118




SIO Reference 89-10

as the storm intensity increased. Unfortunately estimates of sea state, wave action,
or whitecap coverage are not available therefore it is not possible to ascertain
absolute source identification and levels. Earlier investigations have interpreted
the wind dependent portion of the low frequency spectrum in terms of the
logarithm of the wind speed as proposed by Crouch and Burt [1972];
NL;=B;+20n,log v where NL¢ is the noise spectrum level in dB re yPa at frequency
f, By is the spectrum level at a wind speed of 1 knot, n, is a coefficient determined
empirically from the data, and v is the wind speed in knots. The unexplained
discrepancy in spectrum level predicted by the coefficients estimated by different
investigations was noted by Urick [1984] and tabulated for low frequency by Carey
[1987]. The plot of spectral levels vs. linear wind speed (Figure 4.18) is shown in
Figure 4.18 where the wind dependent portion of the data could be described as
those levels above 8 m/s, with spectral levels below 8 m/s dominated by distant
shipping or storm noise. Any quantitative relationship to wind speed must account
for tho relatively sparee and in<tantarecus estimales of wiid speed. Althwugi tiis
data might be interpreted similarly (as a logarithmic dependence), the directional
spectrum leads to a slightly different conclusion.

Analysis of the local wind effects is separable from distant changes by
observing the directional spectrum deviations. The directional spectrum levels as a
function of time are shown at 55 Hz in Figure 4.15b. Carefully scrutinized, this data
shows a decrease in relative pedestal height as time and wind speed increase. By
selecting specific directions, the small scale variability is evaluated. These
directional data are displayed in Figure 4.19 for which 4 of the beams point more
toward the horizontal and are influenced by distant sources, and 4 of the beams
reflect local sources, pointing toward the higher vertical angles. The beams at 50°
and 80° are plotted with the corresponding downward looking beams at -50° and
-80°. The mean difference is seen to be only 1 dB indicated to the right of the beam
plots, increasing slightly at higher wind speeds for the 80° beam. The ray diagram
corresponding to the 4 pedestal beams and the 50° beam is shown in Figure 4.13d.
The decrease in spectral level between 1000 and 1400 GMT (Figure 4.17) is seen to
be confined to the horizontal beams indicating that it is 2 distant effcct. The
presence of complicated bottom topography in the area of the hurricane track may
account for the increase in horizontal beams at 1400 GMT which would reflect long
distance variations. However without supporting data, changes in the distant
shipping profile or energy from a high latitude storm cannot be discounted.
However the increase in level at 1420 GMT is a local effect with the higher vertical
angle levels increasing suddenly by as much as 5 dB. This effect is azparent at all
frequencies and the abruptness of the change would indicate the onset of an
additional source mechanism. The broad band frequency and spatial qualities of
this change indicates that the mechanism is not system induced noise {(array strum,
FLIP noise). A second, broad band increase of smaller amplitude is seen at 1620
GMT which is more distinct at lower frequencies. Is this indicative of a change in
source mechanism, for instance from spilling breakers to plunging breakers?
Although preliminary simulations in the spectra of noise gencrated by breaking
waves implies that plunging breakers drops off below 90 Hz [Papanicolaou and
Raichlen, 1587], investigations in the area of wind induced noise mechanisms is in
its infancy and future work may support the implications of the data presented
here, that these noise mechanisms produce discrete changes in spectral values as
opposed to a continuous function.
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Figure 4.18 Spectral levels as a function of linear wind speed. Spectral levels at 6 different
frequencies (2 low, 2 mid and 2 high) are plotted as a function of wind speed. Any quantita-
tive relationship to wind speed must account for the relatively sparse and instantaneous esti-

mates of wind speed. The specific frequency is notated in the corresponding panel. The

number in each panel at the 0 dB mark is the normalization factor in dB//uPa/VHz.
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Figure 4.19 Directional time series. Specific beams are displayed with time at 55 Hz. The
top 4 beams (2, 8, 14 and 20 °) are influenced by the ambient noise pedestal which is caused
by distant sources. The bottom 4 beams (50, 60, 70 and 80°) are affected by local sources.
Two downward looking beams (-50 and -80°) are also shown. The number to the right of the
beam is the normalization factor (downward looking beam normalization factor below). The
number after the beam direction is the EBW.

121




B. J. Sotirin

4.6. CONCLUSIONS

Prior to interpreting the ambient noise data, several factors relating to the
quality of the data set were considered. The data were shown to be independent
samples of a stationary Gaussian process for the time intervals used in the analysis.
The impact of array calibration errors, sidelobe leakage, mechanical vibration and
array shape was shown to be either negligible or predictable, affecting a isolated
portion of the data set. Simulations indicated that for the majority of the data,
measured spectral levels were not contaminated by array sidelobe leakage.

Ambient noise levels presented were reascnable for an area of high
shipping density. The angular resolution of the array emphasizes the fact that
much of the energy in the ambient noise pedestal is dus to discrete sources (ships)
which are smoothed by wider beams. Directional spectral levels did not vary
significantly as a functicn of depth, not an unexpected result for the range of
depths considered. Omnidirectional levels at low frequency are a function of
processes besides local environmental changes thus directional data should be
utilized in estimating wind induced noise levels.

Low frequency spatial distributions of ambient noise as a function of wind
speed suggest more than one mechanism and display threshold type behavior
observed previously [Carey, 1987]. The high wind speed domain (>10 m/s)
demonstrated abrupt level changes, for beams outside the pedestal, corresponding
to possible source mechanism onset, such as the commencement of breaking waves,
or a change in source mechanism such as the conversion from spilling breakers to
plunging breakers. This hypothesis cannot be substantiated due to lack of
supporting environmental measurements, however because the array data represent
continuous samples of the ncise field throughout the storm, the level changes are
significant relative to the variability of the ambient noise field with time. These
level changes, as much as 5 dB, were observed at all beam directions outside the
ambient noise horizontal pedestal and at all frequencies processed between 15 and
130 Hz. The increase in absolute pedestal level and the increase observed in the
near horizontal beams is a possible indication of downslope conversion of storm
noise, but without azimuthal directivity, other possible mechanisms (coastal
shipping variation, high latitude storm effects) cannot be ruled out.
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APPENDIX A: ELEMENT AND PROCESSOR IDENTIFICATION

Element Identification: identification of the hydrophone elements varies
with the associated stage of array fabrication. Tables A.1 and A.2 illustrate the ID
cross-reference for the vertical deployment during tl.c VLAl experiment in Sen-
tember 1987. The first column results from the 'at sea’ configuration recorded on
magnetic tape, the second column refers to the laboratory array test setup, the third
column is the identification scheme used during hose fabrication and testing, and
the fourth column lists individual element numbers. Channel numbers represent
the order in which the data was recorded on magnetic tape throughout the experi-
ment. The channels are numbered from the bottom or physically deepest phone (#
1) to the top phone (# 120) which was closest to FLIP, the phase-reversed channels
are indicated. The ID is referenced to a particular processor. Pl is the deepest pro-
cessor which collects data from 5 phones below it (channels 1-5) and 5 phones
above (channels 6-10). The H designation refers to the acquisition timing. The data
from each 10 channel P-section are stored as equally spaced time multiplexed sam-
ples, starting with HO. The clocks are resynchronized every 2 ms with a pulse gen-
erated in the array telemetry module. This results in a phase shift of wnr where v is
the frequency, n is the channel position Hn, and r is the 0.2 ms sample frequency.
The effect of this phase shift on the beampattern is significant as frequency
increases (Figure 3.15¢). The hose designation identifies which physical hydro-
phone hose section was being sampled. The hose sections are identical facilitating
construction, testing and maintanence, and were tested individually in the labora-
tory prior to array installation. The lab test results are summarized in the last three
columns; 100 Hz level is the amplified output of the differentially received line
driver in dB refer¢nced to the signal injected electronically at the hydrophone, low
and high -3 dB are the frequency cutoff points in Hz. The phoneid identifies the
individual phones prior to installation within the hose section.

Processor ldentification: The processors are identified with a software ID
and a hardware ID (Table A.3). The software ID reflects the physical position the
processor claims within the array and is programmed as such in the EPROM. Each
processor transmits the data sampled during a 2 ms frame within a time window
dictated by its software ID. This ID may be reprogrammed by the operator and will
have the effect of changing the position of data transmission window for the speci-
fied processor. The hardware ID is hardwired for each individual processor, provid-
ing a fixed ID reference. The bit stream location refers to the processor data loca-
tion within a 2 ms frame of data. The contents of the 8 locations assigned to each

processor varies with the commands the processor receives [Sotirin and Hildebrand,
1988].
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channel | ID hose Phonc 100Hz low3db high3db
D level Hz Hz
1 P1IS | 20B3 | 1%6 12 6.4 214
2 P1H8 | 20B4 | 197 +0.7 40 220
3 P1H7 | 20B3 | 198 12 58 216
4 P116 | 2082 | 199 07 s 221
5¢) PIHS | 2081 | 200 01 46 150k
6() PIH4 | 12A1 | 111 +0.3 39 14.6%
7 PIHY | 1242 | 112 +02 47 226
8 PIH2 | 12A3 | 113 +0.1 52 217
9 PUHL | 1244 | 114 +0.2 45 225
10 PIHO | 1245 | 115 +0.4 46 232
11 P2HY [ 12BS | 116 +0.1 44 EIN
12 P2H8 | 12B4 | 117 0 48 240
13 P2H7 | 12B3 | 1i8 +0.1 44 211
14 p2ii6 | 122 | 119 0. 48 204
15 P2HS | 1281 | 12 12 51 152k
16 () P2H4 | 15A1 | 181 04 61 147k
17 P2H3 | 19A2 | 182 +0.1 46 217
18 Parz | 1A | 183 +0.2 49 223
19 P2HIL | 19A4 | 154 08 55 220
20 P20 | 19AS | 185 0.6 6.3 221
21 () P39 T 1955 | 1%6 03 43 230
22() P3HS | 1984 | 187 03 47 223
23 P3HT | 1983 | 188 06 5.3 217
24 P3H6 | 1982 | 189 08 $3 218
25 () P3HS | 19B1 | 190 06 47 153k
26 P3H4 | 16A1 | 151 1.1 5.2 15.0k
27 P3H3 | 16A2 | 152 06 47 220
28 P2 | 16a3 | 153 0.4 48 211
29 P3HL | 16A4 | 154 +01 46 230
30 PIHO | 16AS | 155 404 44 229
3 P49 | 16BS | 156 0 S0 225
32 P4H8 | 16B4 [ 157 +0.1 47 224
33 P4l7 | 16B3 | 158 0 49 223
34 PaH6 | 16B2 | 159 07 5.5 218
35 () P4HS | 16B1 | 160 07 6.0 14.1k
36 (-) P4H4 | 11A1 | 101 05 50 143k
37 P43 | 11a2 1 1m 0.5 5.0 220
38 P4H2 | 11A3 | 103 07 46 217
39 P4HI | 11A4 | 104 0 43 227
40 P4HO | 11AS | 105 0 49 225
41 PSHY | 11BS | 106 +03 45 231
12 PSH8 | 11B4 | 17 +0.1 45 220
43 | PSHT | 1183 | 108 04 45 220
44 () PSH6 | 11B2 | 109 +0.1 48 223
45 () PSHS | 11B1 | 110 02 43 14.6 k
46 (-) PsHa | 7AL | 61 03 42 153k
47 PSH3I | 742 | 62 03 47 216
48 PSH2 | 7A3 | 63 03 42 218
49 PSH1 | 7A4 | 64 +03 46 222
50 PSHO | TAS | 65 03 40 214
S1() Peli9 | 7BS | 66 04 50 211
52 PoH8 | 7B4 | 67 02 47 214
3 P6HT | TB3 | 68 03 58 217
54 Pei6 | B2 | & 0 41 216
5§54 rets |l |0 03 47 15.2k
56(-) P6H4 | SAl | 41 03 44 14.2x
57 P6H3 | SA2 2 +0.5 40 220
58 P6H2 | SA3 43 0.1 48 220
59 POl | SAd | 44 0 18 210
60 POHO | SAS | 45 0 45 225

Table A.1. Element identification for channels 1-60 1987.
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1
channel | ID hose | phone || 100Hz low3db high3db
D level Hz Hz

61 PTH9 5BS 46 0 4.8 222

62 PTH8 | SB4 | 47 +0.3 4.4 223

63 PiHT | sB3 | 48 02 5.0 226

64 (-) P7H6 5B2 49 +0.1 4.0 226

65 PTHS | sB1 | SO 04 42 152k
66 () PTH4 | 2A1 0 0.6 4.7 145k
67 (-) PTH3 | 2A2 0 06 59 228

68 PIH2 | 2A3 | 13 0 37 230

69 (-) PTHI 204 | 0 06 37 201

70 () PTHO | 2AS 0 0.1 49 217
T1() P8H9 [ 28BS 0 0.4 6.0 219

72 () PSH8 | 2B4 | 17 0.5 a6 25

73 () P8H7 | 2B3 0 +0.4 43 235

74 Pgii6 | 2B2 | 212 0.2 4.6 28

75 (1) P8HS | 2BI 0 0 5.8 148k
76 (-) P8H4 | 13A1 | 121 03 5.1 149k
77 () PSH3 | 13A2 | 122 0.7 5.1 210
78 PSH2 | 13A3 | 123 08 53 218
79 P8HI | 13A4 | 124 0.8 56 219
80 PSHO 1 13A5 | 125 0.7 57 212

81 PSI9 | 13BS | 126 04 48 225

82 POHS | 13B4 | 127 +0.5 4.8 219
83 P9H7 | 13B3 | 128 +0.5 4.6 230

84 P9H6 | 13B2 | 129 08 5.4 212

85 () P9HS | 13B1 | 130 0.5 5.1 148k
86 (-) POH4 | 17A1 | 161 06 5.6 139k
87 POH3 | 17A2 | 162 0.6 5.0 215

88 POH2 | 17A3 | 163 04 5.0 20

89 POH! | 17A4 | 164 05 49 214

%0 POHO [ 17AS5 [ 165 05 49 217

91 PIOH9 | 17BS | 166 0.7 52 217

92 PIOH8 | 17B4 | 167 0.6 5.0 24

93 PIOH7 | 17B3 | 168 0.7 5.1 2

94 PIOH6 | 17B2 | 169 +0.7 4.1 226

95 (-) PIOHS | 17B1 | 170 0.6 46 14.26 k
96 (-) PIOH4 | 14A1 [ 131 04 43 148k
97 PIOH3 | 14A2 | 132 +0.7 4.4 232

98 P10H2 | 14A3 | 133 0.7 53 216

99 PIOH1 | 14A4 | 134 +0.2 4.6 226
100 PIOHO | 14A5 | 135 0.1 49 220
101 PILHY | 14BS | 136 0.5 4.9 27
102 P11H8 | 14B4 | 137 0.3 5.1 220
103 “PIIH7 | 14B3 | 138 0.1 46 218
104 P1IH6 | 14B2 | 139 +0.4 4.4 240
105 (-) PI1HS | 14B1 | 140 0 45 155k
106 (-) PI1H4 | 4Al | 31 03 5.0 158k
107 PIIH3 | 4A2 | 32 +0.4 45 230
108 PI1H2 | 4A3 | 33 0 44 234
109 PIIH]1 | 4A4 | 34 0.1 49 23
110 PIIHO | 4AS5 | 35 0.1 4.8 231

111 PI2H9 | 4BS | 36 +0.2 4.6 25
112 PI2HS | 4B4 | 37 +0.3 40 231
113 PI12H7 | 4B3 | 38 03 42 219
114 PI12H6 | 4B2 | 39 0 47 223
115 () PI2HS | 4B1 | 40 0.5 5.0 156k
16 (-) P12H4 | 21A1 | 201 06 82 156k
117 P12H3 | 21A2 | 202 0.5 5.1 222
118 () PI12H2 | 21A3 | 203 +0.2 45 226
19 PI2HI | 21A4 | 204 0.6 6.5 211
120 PI2HO | 21AS5 | 2 .11 6.2 215

Table A.2. Element identification for channels 61-120.
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Hose Processor Bit Stream
# SWID l HWID Location
wky FAJP L 2 ]
Adaptor | = -----
21B
21A
12 6 91-98
4B
4A
11 14 83-90
14B
14A
10 13 75-82
178
17A
9 11 67-74
13B
13A
8 15 59-66
2B
2A
7 7 51-58
5B
SA
6 10 43-50
7B
TA
5 16 35-42
11B
11A
) 4 12 27-34
16B
16A
3 3 19-26
19B
19A
2 C 11-18
12B
12A
1 8 3-10
20B
20A
Termminator

Table A.3. Processor Identification - September 1987.
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APPENDIX B: ARRAY BEAMPATTERN

The directional characteristics of the array may be used as an indicator of the
robustness of coherent processing schemes when confronted with random errors in
amplitude shading and phase response. The expressions are also useful in evaluat-
ing the effect of modifying array design parameters eg. number of elements and
element separation. Generation of the array beampattern follows a similar develop-
ment to that described by Stutzman and Thiele [1981]. The array is an equally
spaced li.iear array with 10 elements per section and 12 sections per array.

The hydrophone response is omnidirectional and is designated as A, =4, = ..A,
where N is the number of elements. A beampattern in terms of angle of arrival ¢ is
calculated by summing the phase corrected response for each element to an incom-
ing piane wave; this pattern is referred to an the array factor when it is expressed
in terms of phase angle » described below. The phase of the incoming wave arriv-
ing at the middle of the array is arbitrarily set to zero. The phase of the incoming
wave arriving at the element just below the middle is delayed by a factor which is

proportional to the distance traveled by the wave (—I%ﬂ = 2% such that for this

element 42744 f)ws". where d is the distance between elements in meters, » is the
wavelength of the incoming wave, and ¢ is the angle of arrival of the incoming wave
where a wave arriving normal to the array has an angle of arrival of —2’— radians. The

phase of the incoming wave arriving at subsequent array elements is calculated
similarly thus:

N 1
2

Ydcose

where k = wavenumber = % and the index n is initialized to 0 at the top element of

the array. By assuming that the amplitude response is identical for each element,
the array factor may be written in closed form which permits evaluation of specific
beampattern parameters by inspection. With » defined as ¢ = kdcosé and by assuming
that the elenienii amplitude response is cyual to A, the array factor becomes,

N-l, N-1

A
AF = Ae 72 Seme
n=0
Although the above equation could be evaluated using Fourier series in terms of ¢,
the beampattern is normally plotted in terms of 4, the angle of arrival. Manipulating
the summation:

N - N 1 -
J—=—0 1 _ NG J=o| e INO[E g INO[Z _ o NoJ2
AF=pe =2 1€l 4, T ¢ €
] — e/® ol 10l _ o s8R
N1 N1 sm(ﬂg) sm(y-‘ﬁ—)
Ve d B 2 2
= Ac 2 e - g— = A ‘-—’7”’
sm(é~) sm(E)
- . . N1
T'he array factor may be normalized by the maximum response A Y71 = AN at =0

n-0
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resulting in an expression which is symmetric about =

SmN#/2) - simUNKdCos)/2)

iz [ L) = e .
AanmnIl.rmi f(. ) NSIH(«,“/Z) N sm((kd(osu)/Z)

The main beam width and number and location of the sidelobes are easily
evaluated from the closed form notation. The width of the main lobe may be meas-
ured by the position of the first zero crossing which occurs when sin{(N¢/2) = 0, or »

= 2x/N. This occurs at ¢ = arccos(—f\j—d). A rule-of-thumb, using a small angle approxi-

mation, is that the mainlobe width = 2 * (r/a -} = 2 * arcsin( »/r) = 2:/1, where 1 is
the array aperture Nd, and to half power is 0.886./1. For the array at 100 Hz, » = 15
meters, d = 7.5 meters, N = 120 and the first zero crossing occurs at ¢ = + /60 or «
= /2 + 0.0053x yeilding a main beam width measured at the zero crossings of 1.9°
which corresponds to a half-power beamwidth of less than 1°. Subsequent zero

crossings define the widths of the sidelobes and occur at s, = iil". This indicates

that for one period of f(¢) there are N-2 sidelobes plus one mainlobe, that the width
of each sidelobe is 2-/N, and that the width of the mainiobe is twice that or /N.
The array factor response pattern of an equally spaced linear array is independent
of the incoming wave frequency and of the element spacing. It is dependent only
on the number of elements in the array N. The beampattern is not however, and in
terms of g, further inspection indicates that as the aperture Nd increases (this
parameter may increase with the inter-element spacing or with the number of ele-
ments) or the frequency increases the number of sidelobes increases, the width of
the sidelobes decreases, and the width of the mainlobe decreases. The mainlobe can
be thought of as a spatial sampling instrument whose bandwidth is 2»/r. The finest
angular resolution of the noise field that can be achieved then is related to the
array aperture size in terms of the mainlobe width. This angular resolution, termed
the critical angle is half the mainlobe width or ¢, = 1.

The beampattern of a vertical linear array is a function of elevation angle ¢ but
not of the azimuthal angle. Thus the heampattern exhibits clyindrical symmetry
about the line of the array, and it is completely determined for 0 < 6 < » or -1 < cos
v < 1. This region, known as the visible region, is described in terms of ¢ as -kd < «
< kd. Interpretation of directional data is facilitated with an intuitive understand-
ing of the mapping between electrical phase ¢ and physical phase 4. If the eiement
response is linearly phase-shifted electronically to redirect the pattern in space, the
phase-shift factor « is additive redefining the visible region as « — kd < 4 < a + kd. The
array described was cut for a »/2 spacing at 100 Hz of 7.5 meters between elements.
Therefore at 100 Hz, exactly one period of the array factor appears within the visi-
ble region. At 50 Hz, only half a period is visible; in terms of steering the main
beam as shown in Figure 3.14, as » is increased beyond the visible region, the main
beam disappears and only the side lobes of the array remain directed toward real
space. Increasing the frequency to 200 Hz, two periods are visible giving rise to the
grading lobes, which are at the same magnitude as the main beam, at 0 and 180
degrees for a broadside beam. These grading lobes restrict the ability of the array
to discriminiate between signals arriving at different angles.
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Appendix C

NAVIGATION SOFTWARE FOR THE MPL VERTICAL LINE ARRAY

C.1. ABSTRACT

This report describes the navigation software and demonstrates its
operation using data obtained during an experiment in which a large aperture low
frequency acoustic array, designed and built at the Marine Physical Laboratory
(MPL), was deployed vertically from the Research Platform FLIP in the NE Pacific.
The array was equipped with a 12 KHz acoustic navigation subsystem. Travel time
measurements from near bottom acoustic transponders of known position were
received by specific array elements throughout the deployment. These
measurements were converted to spatial positions of the array elements by a
nonlinear least squares technique. The data collection methods and navigation
software programs which locate the transponders, calculate the travel time from
detected returns and convert travel times to spatial positions are documented.

C.2. INTRODUCTION

A high frequency acoustic navigation system is an integral part of the large
aperture vertical array deployed in 4700 m of water in the NE Pacific during
September 1987. Navigation is defined in this context as the process of locating
individual elements of the array in 3-dimension space at any particular time. The
method implemented in the array involves a transceiver near the ocean surface
which sends unique interrogation signals that are detected by bottom moored .
transponders who reply with a pulse at 12 KHz. This reply is monitored by the
array and the time delay between the initiation and reception of each of the pulses
is calculated. Knowing the sound speed in the water column, and the location of
the transceiver and the transponders, this travel time defines a slant range between
each array receiver and each bottom transponder. A slant range from a known
point (a transponder) describes an sphere of possible receiver locations.
Intersecting spheres described by the slant ranges from three known points
identify a single location if there are no errors. Because there are always sources of
error in real data, a least squares filter is implemented to approximate the location
by minimizing the squared difference between the calculated and measured values,
which defines the error in the assumed position. This report documents the data
collection methods and the navigation software used to locate 12 array receivers
during the September experiment. The array itself is documented in [Sotirin et al,
1988] and [Sotirin and Hildebrand, 1988]. The array navigation system, least
squares filter and navigation data analysis are documented in [Sotirin and
Hildebrand, 1989].

The navigation processing is separated into three programs. The first
program locates the bottom transponders. The second program calculates travel
times from a continuous recording of the 12 KHz dectected returns for each
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navigation receiver. The third program uses the travel times and transponder
locations output from the first two programs to cstimate the spatial positions of
the receivers using a non-linear least squares filter. The logic flow and
input/output files are detailed for each program in [Sotirin and Hodgkiss, 1989].

C.3. TRANSPONDER LOCALIZATION

The transponder positions must be surveyed to acquire the location
parameters defining the transponder net which are ultimately used to navigate the
array. Due to errors in the measured data, an estimation technique (least squares)
must be implemented. Due to the nonlinear conversion from travel time space to
Xxyz positional space, the least squares method proceeds iteratively. A data set is
obtained containing spatial positions and travel time measurements. If all
parameters were known exactly, the travel times calculated using the spatial
positions and the measured value would be identical. This is obviously not the case,
and the difference between the calculated and measured values defines the error in
the assumed position which is minimized during the iteration. Transponder
positions with accuracies of less than a meter are achieved by this method. The
description below details the data collection, the program inputs, the [east squares
implementation, and the resulting transponder positions.

C.3.1. Data Collection

The input data set for the least squares iteration requires initial spatial
positions of the transponders and transceiver in meters from an arbitrary origin,
and slant ranges between the transponders and transceiver. The data collected in
the form of travel times and Global Positioning Satellite (GPS) fixes are transformed
into the input parameters required by the least squares filter. GPS fixes are
converted into initial xy positions in meters from an arbitrary origin. Travel times
are converted to slant ranges with knowledge of the local sound speed profile. The
travel times required are normally recorded during an intensive surface ship survey
during which the ship criss-crosses the area in which the transponders were
deployed recording the travel time data and GPS fixes for its own position. [Spiess,
1985], [Smith et al, 1975] A transceiver is either hull mounted or towed on a short
line such that its position relative to the ship is known. The transceiver sends a
continuous stream of unique transponder interrogation pulses, and the transponder
replies are recorded while the ship criss-crosses the area. Using this method, a
series of travel times are obtained from a wide variety of ship positions. As the
ship crosses over the top of a transponder, an estimate of transponder depth is
acquired, and as the transponder baseclines are crossed, intertransponder distances
are Jdefined.

During the September experiment, although travel tilmes were recorded as
described, the 12 KHz receiver was deployed on a 200 m line due to the noise level
of the ship. This introduces the interrogator/receiver depth as an unknown
defining an underdetermined set of equations which cannot be solved for a unique
solution. Since the measurements described above were not sufficient for the
transponder survey, the travel time data collected by the navigation equipment
installed on FLIP were utilized instead. This is unfortunately not an optimum
choice of observation contigurations [Spicss, 1985] so the results of several
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simulations devised to assess the effect on the estimated positions are also
presented. The horizontal motion of FLIP was constrained by a three point moor.
The FLIP data set provides sufficient range information but the azimuthal
component was not well constrained. The vertical component was estimated from
the echo sounding depth at FLIP and apriori information that the sea floor in the
experiment area was relatively flat. The inputs used to locate the transponders are
the vertical sound speed profile in the test area, the initial xy positions of FLIP from
the arbitrary origin, the depth of the interrogation transponder hardwired to the
FLIP, the slant ranges from each transponder to FLIP as determined by chart
recorder traces and associated errors, the initial transponder xy positions from the
arbitrary origin using the satellite fixes and the transponder depths.

The initial GPS positions in latitude and longitude are converted to xy
distances in meters from an arbitrary origin. For the September experiment, the
origin was chosen as 34° 47" N, 126° 00" W, with x increasing positively toward the
east and y increasing positively toward the north. A GPS position of the ship is
recorded during each transponder deployment. The transponders have 45 kg
negative buoyancy when they are deployed from the fantail of the surface ship to
insure that the GPS position of the ship is an accurate initial position of the actual
transponder position on the sea floor. Latitude and longitude for each set of travel
time measurements (one measurement from each transponder) are also converted
to m to provide the initial estimate of the transceiver position during the survey.
The 'survey’ from FLIP had such a limited range that the same initial position was
used for all measurement sets. During a normal ship survey, travel time data is
collected from a large variety of horizontal positions and individual initial positions
are important. If GPS positions are not available, a technique detailed in {Sotirin and
Hodgkiss, 1989] may be used to estimate the initial position from the measured
travel time data. Positions in latitude and longitude were converted to meters by
calculating the radius of the earth at the position using the following equations
[Staceyl]:

x =r, lat), y = r, cos(lat) &(long)

r,=a (1~ fsin¥(lat)), f:a—;-Q

where x is the E-W distance in meters of the position from the origin, y is the N-S
distance in meters of the position from the origin, r, is the radius of the earth at
the position latitude, é(lat) is the difference in latitude in radians between the
position and the origin, é(long) is similarly the difference in longitude, lat is the
latitude of the position, a is the equitorial radius of the earth in meters and c is
similarly the polar radius.

The conversion between travel time and xyz positions requires knowledge
of the sound speed profile at the experiment site. The local sound speed profile
was calculated from measurements of conductivity, temperature and depth. Travel
time deviations due to the variations within the thermocline and to refraction of
acoustical energy were shown to be negligible for this experiment therefore a
constant sound speed (harmonic mean) was used for the conversion [Sotirin and
Hildebrand, 1989].

The travel time measurements used for transponder localization were
collected by transmitting the transponder interrogation signals from FLIP once an
hour for 18 days and recording the returns on a chart recorder. The transceiver is
mounted on the bottom (90 m in depth) of FLIP and the pulse level is adjusted
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manually above the ambient noise for consistent transponder replies. Round trip
travel times for navigating FLIP are measured carefully by hand on the chart
recorder output with an estimated random gaussian error of 2-3 ms. The chart
recorder trace, set on a one second sweep rate, records the filtered 12 kHz (500 Hz
bandwidth) replies received from the transponder being interrogated (Figure C.1)
delayed 6-7 seconds from the interrogation pulse. Each transponder is interrogated
individually by transmitting its unique signal, triggered by the chart recorder, once
per second for 45 seconds, and notating its reply on the chart by sweep number
with color-coded pens (red, green or blue). The figure shows the direct and
multipath (surface/bottom bounce) returns for cach transponder. Differentiation
petween the surface and bottom bounces is difficult because the I'LIP transceiver is
the same distance below the surface as the transponder is above the sea floor. The
direct return from the red and blue transponders is strong and consistent. Several
error modes are evident in the returns from the green transponder however. The
sporatic direct return of the green transponder (Gy) is caused by the transponder
detecting either the surface or bottom bounce of the transmitted signal. The error
was attributed to the transponder because the same transceiver system detects the
returns from all transponders and this type of error was not evident on all
transponders. Detection of the multipath arrival of the interrogation pulse delays
the arrival of the transponder direct return such that it arrives at the same time as
the multipath return of a direct interrogation pulse (G,,;). The multipath return of
the multipath interrogation arrives 120 ms later (G,,,) clearly identifying the first
error mode. The second error mode of the green transponder is displayed as the
smaller perturbations in the time of arrival of the G, return. It is more difficult to
identify because the deviation from the true return is smaller (although still
significant) and not as consistent as the first type of error. These error modes were
identified during about 20% of the experiment at random intervals, causing concern
during array detection post-processing discussed in the next section.

C.3.2. Software Implementation

Once the ingredients for the least squares method have been accumulated,
all xyz positions are adjusted until the root mean squared (rms) error satisfies the
convergence criteria. This is accomplished in several parts by first maintaining
constant transponder positions and perturbing the FLIP positions, then holding the
current FLIP positions constant while perturbing the transponder positions, and
finally examining the mean squared error of each FLIP position to determine
whether it should be preserved as a viable contributor. A general outline of the
method is presented in Figure C.2 and discussed below. This is followed by a
detailed description of the conversion from travel times to slant ranges and spatial
positions.

The program consists of three concentric stages, the first stage adjusts the
Xy positions in two inner loops each testing the rms error against specific
convergence criteria for the least squares filter, the second stage tests the total
transponder rms error against a second set of convergence criteria, and the third
stage tests yet again. The three stages are referred to within the software as stage 1:
xpfil, stage 2: xploop and stage 3 xpmain. The two first stage loops shown in Figure
C.2 have similar internal operations. The measured travel times, sound speed
profile, FLIP depth and transponder depths are considered known, while the xy
positions of FLIP and the transponders are considered unknown. The measured
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travel times are converted to slant ranges by multiplying by the harmonic mean of
the sound speed profile. This slant range is projected as a horizontal range and
compared to the range calculated from the xy positions. For the first loop, the
squared difference between these two ranges are summed over the number of
transponders for a particular FLIP position and the square root is taken to yield the
rms error. If the rms error does not satisfy the convergence criteria, then the FLIP
position is adjusted and the loop repeats with the adjusted position. The
adjustment is calculated with the search direction as the negative gradient and the
step size as a constant (1.5 m) unless the rms error is less than 1 m at which time
the step size begins to decrease; as the minimum is approached, the step size is
calculated as a function of the percent change in interated rms error. The
convergence criteria for the first stage loops are defined such that an absolute rms
error less than 0.15 m, a 0.015 percent change in the iterated rms error, or a
maximum number of iterations (30) will terminate the loop and save the current
position. These criteria test each adjusted position individually. The first loop is
repeated for each FLIP position. The second loop of the first stage performs the
same cadence maintaining the current FLIP positions constant while adjusting the
transponder positions. The rms error is calculated over the number of FLIP
positions, and evaluated using the same criteria. The second loop is repeated for
each transponder position. In the second stage, these two loops are initiated again
based on the percent reduction (< 0.35%) in the transponder rms error summed
over all transponders and total number of iterations (> 30). Upon completion of the
first two stages, the rms error for all the transponders is calculated and evaluated
according to the following criteria:

1) The rms error * Vnumber of FLIP positions is < 1.0.
2) The percent reduction in rms error is less than a specified value (0.1%).
3) The absolute rms error is less than a specified number (0.75).

If the rms error satisfies any of the above criteria, the current positions are written
out and the program is terminated. If the rms error does not satisfy any of the
above criteria, then the rms errors associated with each FL/P position are examined
and any position with an error greater than the transponder rms error times a user
specified value (default=2) is deleted from the array and the entire process begins
again. The rms error is initialized to 10000 prior to each loop/stage so that unless
the absolute error is small, the loop/stage will always be executed more than once.

The conversion from trave! time to slant range and the spatial position
adjustment is straight forward and executed within the subroutines xxcor and xpfil.
The program originates with the Marine Physical Laboratory’s DEEPTOW group and
has been in existance since the late 1960’s. The version documented here is the
most recent in a long series and, unfortunately, every programmer has left a mark.
Consequently, the subroutines each have unique variable names for the parameters,
increasing the confusion in documentation. The text below attempts to maintain
the variable names within the subroutines specified. The travel time to slant range
conversion is computed in xxcor. The measured information is input to the
program as a slant range assuming a homogeneous medium with a sound speed of
1500 m/s. This is not normally the case, and for the September test the sound
speed profile was measured and input as a data statement in xxcor into the array
vdp as a horizontally stratified medium. If sound speed corrections are requested
by the user, the input slant ranges are converted back to the original time
measurement (t) and the slant range contribution for each sound speed layer is
summed, returning the corrected slant range (xnew). If the slant range is a depth,
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for example, the summation starts at the surface and sums the contribution in each
layer until the accumulated time (t,) is equal to the measured travel time. This is an
implementation of the following equation in which x is the corrected slant range:

(/7{7 Zy) -
“1

dz.
fC(z)

Sa

where in terms of the subroutine, z, = xdepth = 0, z; = z is the unknown depth,
C(z) = v is the sound speed i1n the layer, and dz = deltad is the layer depth. When
the unknown is a slant range, the implementation is an approximation to the above
equation (where dz is the slant range component in the layer assuming the launch
angle is constant) which is accurate for the configuration of the data set considered
for the September experiment. Lrrors increase as the horizontal range or projection
(defined below) of the slant rvange increases however, so for larger scale
experiments a more accurate implementation is advised.

Once the slant range has been calculated, the conversion to spatial
coordinates is visualized as the geometric relationship between the transmitter (1
subscript) and receiver (r subscript).

!
5

slant range [ (x = x,)7 « (e )"+ (2 - 2,)° 7.

Because the error in the depth parameters are small compared to the horizontal
parameters, the slant range is projected onto the xy plane prior to the adjustment
(Figure C.3):

3y Y

=[x - %) + O = v,)]

) —

horizontal projection = [(slant range)’ — (z, - z,)°]

|
The left half of the equation is calculated in xpread, CRANS(NTR,NPOS) = (§°-D%)°
where NTR = the number of transponders. NPOS = the number of FLIP positions, S
= slant range between a position and a transponder, D = transponder depth - FLIP
depth, and passed into xpfil as an array H/RAN which is redefined within a loop as a
vaable HH. The right half of the equation is calculated in xpfil, RNGEC
NAXDIFF)Y 4 (YDIFF)’, where XDUF - XG XE(NDAT), YDIFE - YG  YF(NDAT),
(XG, YG) are the xy positions being interated, (XF, YF) are the fixed positions
indexed over NDATA data points, and the error FRR, summed over the number ol
fixed positions, is (RNGEC- HI1)".

The adjustment is calculated using the steepest descent method to
minimize the error by following the mean squared error gradient to a minimum. For
known transponder positions and the x-direction, the perturbed position is:

NDATA
NG N'OXG s h ERRINDAT)

VU

where hois the step size, and LRR 1s the negative derivative of the error function
with respect to XG. The y-dhirection adjustment is calculated similarly. The erro
derivative expands to
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il
d(XDIFF? 4+ YDIFF?)?
dxG

_ d(RNGEC-HH)?

ERR IXC

il

2(HH — RNGEC)-

(HH — RNGEC) d(XG-XF)?
RNGEC axc

=RATIO*XDIFF

where RATIO = (HH -- RNGEC)/RNGEC, and the constants are absorbed by the step
size h.

C.3.3. Simulations

Several simulations of the array navigation system were conducted to
examine the sensitivity of the estimated transponder positions to errors in travel
time measurements and initial positions. The spatial configuration used closely
resembles the experimental set up of the September sea test as shown in Figure C.4.
The transponders and FLIP were initially assigned to known positions with
determined slant .anges as shown. Two simulations were conducted to illustrate
the transponder position response to errors; twu other simulations were conducted
to show the effect of transponder and FLIP positional errors on the estimated array
positions and are presented in [Sotirin and Hildebrand, 1989]). The result of the
first simulation was the 3D error surface for various parameters. The second was a
Monte Carlo simulation of the initial transponder positions. The simulations
provide an understanding of the effect of the unconventional survey data.

To examine the error surface for the least squares configuration used in the
previous section, specific model parameters were perturbed systematically. The
error is the rms value of the differences between the slant ranges based on the
travel time measurements corrected for sound speed deviations (Eq 1.1 dividing
through by ¢) and those calculated from the spatial positions of the transponders
and FLIP which were output from the least squares filter. Ideally this produces a
single well-defined minimum for which the optimization method searches. This is
not the case in many real applications however, and the possibility of local minima
and/or a broad global minimum should be investigated. The inverted error surface
for perturbations in the horizontal positions of the blue transponder is shown in
Figure C.5. It exhibits a narrow channel of local minima which appear as a ridge
plotted as the negative logarithm of the error against the perturbation amplitude in
x and y position. The ridge is orientated perpendicularly to the FLIP/transponder
range direction indicating that the azimuthal component is not well constrained.
Perturbing the horizontal positions of the other transponders produced similar
results.

The system displays a sensitivity to initial positions which is shown to be
an artifact of the limitations in the FLIP 'survey’ discussed previously and of the
structure of the error surface. The direction in which the transponders are moved
is constrained to nearly parallel to the FL/P-transponder baseline (Figure C.6). This
occurrs because the distribution of FLIP positions shown in Figure C.4, provide
adequate range information but minimal azimuthal information regarding the
transponder positions as was indicated by the error surface. There are no sure
techniques for locating a global minimum in the company of local minimina.
Without independent positional data corroborating the results, either Monte Carlo
techniyues would have to be incorporated in the initial position of each
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transponder, or knowledge of the error surface would have to be employed as a
constraint (search range/azimuth space rather than xy space). Fortunately, the
initial estimate of the transponder positions were acquired from accurate GPS fixes
and the resulting error in GPS positions compared to the estimated FLIP positions at
corresponding times had an rms value of only 10 m. Thus the estimated
transponder positions were declared adequatec.

C.4. ARRAY TRAVEL TIME ACQUISITION

Travel time measurements were acquired by interrogating three bottom
mounted transponders from FLIP and detecting their replies at the navigation
receivers distributed across the 900 m aperture array. There are 24 navigation
receivers located at + 3.75 m from each processor which are separated by 75 m
(Figure C.7). Due to bandwidth constraints, data from 12 of the navigation receivers
(one/section) were decimated and recorded during the September 1987 sea test.
The data bit stream from transmit time of the interrogation pulse to receive time of
the reply at the array was reconstructed during post-processing for each navigation
receiver and the travel times calculated.

The navigation timing was based on a 16 bit clock driven at a 1 KHz rate
which initiated the navigation sequence. This clock is referred to as the hardware
clock to differentiate it from the real-time clock (local time) and the Greenwich
Mean Time (GMT) clock. The timing is illustrated in Figure C.8 and described below.
A transceiver located at the bottom of FLIP transmited a series of 65536 ms
transponder sequences (Figure C.8a). A transponder sequence consisted of 4
interrogation pulses 10 ms long at 10 s intervals beginning at a 16 bit clock rollover
followed by a 35.536 s silent interval (Figure C.8b). The first three pulses were at
the unique transponder interrogate frequencies of the bottom transponders (10,
10.5 and 11 KHz). Upon receiving an interrogation pulse the bottom transponders
replied with a 3 ms pulse at 12 KHz. The turn around time of the transponders is
signal to noise dependent, however due to the strength of the transmitted signal,
the delay was assumed to be less than 1 ms. The fourth interrogation pulse
transmitted by the FLIP interrogate transceiver was at 12 KHz which simulates a
bottom transponder reply. The array therefore received four consecutive 12 KHz
reply pulses about once a minute (Figure C.8c). The navigation receivers were
capable of detecting a 12 KHz signal 6 dB below the noise level in a 200 Hz band.
The binary output of the detector was sampled at 5 KHz and decimated by 2 to
provide a continuous time series consistent with the 5 bits per processor every 2
ms allowed for navigation data within the specified data format. Thus the data from
12 navigation receivers located 3.75 m below each processor (HS in Figure C.7) in
the array were multiplexed in with the low frequency acoustic data, transmitted to
the surface and recorded. The interrogation sequence was synchronized with the
timebase in the array and the initiation time of the sequence (as indicated by the
roilover of the hardware clock) was sampled every 128 ms and recorded on the
tape. The tape formai showing the placement of the navigation data is illustrated in
Figure C.9. The navigation data time series are reconstructed from this recorded
data by the method described below.

The structure of the data on tape was not optimized to facilitate extraction
of the navigation bit stream. The heac2r containing the timing information appears
in the first 8 words of each tape buffer which contains 128 ms of data. Most of the
6280 16-bit words within a buffer are assigned to low frequency acoustics rather
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than navigation as seen in Figure C9. To reconstruct the sampled time series
output from each navigation receiver, the 5 bits/processor must be extracted and
stored. The major programming effort was in initializing and incrementing pointers
and in error checking. The extraction of the data begins with the data buffer
containing the hardware clock rollover. The rollover may occur anywhere within
the data buffer. The program examines each buffer header for the hardware clock
rollover. This is determined by testing between consecutive clock times for a
negative difference, and linearly interpolating within the buffer for the correct
frame. For example, if the hardware clock in buffer 1 is hwc; = 65430 and the
hardware clock in the next consecutive buffer is hwc, = 22, then the difference
(hwc, — hwe, = —65408) is negative and the clock rollover occurs within buffer 1 at
frame 53; the data stored would begin at frame 0, buffer 1. The time difference
from the beginning of the buffer to the rollover is stored in a parameter called start
and passed to the subroutine navioc which calculates the travel time. Once the
rollover is identified, the navigation data associated with each processor is masked
off and stored as the 10 most significant bits in a 16-bit word (fillnav).

The travel time calculation is a simple difference once the time of the
transponder reply is determined. To locate the reply, the data is treated as a time
series of 0.4 ms bits, and a correlation between the time series data and a replica
transponder pulse is initiated as a matched filter detector. Due to inconsistencies
in receiver detection threshold and noise level, each receiver is assighed an
individual replica pulse length. Temperature sensitivity of the capacitors and high
failure rate of the inductors in a phase matching tuned filter caused the mismatch
in the detection threshold of the individual receivers. This variation in receiver
error is apparent in the positional error distribution shown in Figure C.10, in which
the only hardware or processing difference is in the navigation receiver itself.
Additional variation in receiver signal to noise level of the incoming reply could
have been caused by the 12 KHz beam pattern of the individual elements. Each
element consisted of two hydrophones wired in series with a spacing between 8
and 9 cm such that at 12 KHz, a notch in the beam pattern appears between 46° and
52° from broadside. From Figure C.4, the arrival angle of the transponder replies
when the array was nominally at 400 m was between 58° and 65° from broadside
and signal to noise was high enough to be detected; at deeper depths, however, this
is potentially a problem. The rms error used in the distribution calculations
accompanies each receiver position estimation described in Section lll. The
transponder reply is a CW pulse, so the correlator is implemented as a moving
adder, with a detection defined as the first occurrance of a normalized correlation
amplitude greater than or equal to 1.0 within a valid data window.

The window was installed due to excessive noise levels and the interference
seen in the return of a single navigation receiver from the hardware clock rollover
as shown in Figure C.11. The window must be determined prior to program
execution. An option in the program harrynav (-p) will print out all bits set by the
navigation receiver, packed into the least significant 10 bits of a 16-bit word (for a
maximum of 3FF) to allow the user to determine the window parameter. An example
is seen in Figure C.12: the return for processor 2 is clean and the transponder reply
is quite clear. The last 4 bits of word 1503 are set followed by 8 bits in word 606,
for a total of 12 sequential bits set. The words have a maximum of 10 bits or 4 ms.
The valid data window length is a minimum of 100 ms and varies with the
transponder. Only the leading edge of the window is specified in the window
parameter input file window.dat. An estimate of the leading edge of the window for
a patticular receiver p may be obtained by multiplying the first word of the
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transponder reply W, by 4 and subtracting 184 ms. A window parameter for each
processor and each transponder must be specified, 48 total. The algorithm for
computing the time of arrival of the leading edge of the reply is

T,=W, *4+(10-8B,) *04 —start - ¢

where W, is the first word, and B, is the number of bits set in the first word, start is
the time difference between the beginning of the data buffer and the hardware
clock rollover as described earlier (printed in line 1 of Figure C.12 as Start: 14), and
c is a constant = 134.68 ms; e.g. W, = 1503, B, = 4, T, = 5865.72 ms which is the
result shown in Figure C.12 for Roll: 1, Xponder: 1 Start: 14, Proc# 2 in the Figure.
The constant c is a sum of the delays through the array system in ms determined by
laboratory tests to be 7 + (128 - 0.016 * (32 - NPROC)) where NPROC is the number
of processors in the array. The 7 ms is due to data buffering in the array hardware
and the remainder is due to buffering within the driver for the magnetic tape. This
buffering delay was discovered later to be in error by 112 us and should have been
calculated as (128 ms/frame - {125 (words/frame) - 2 (header words) - NPROC * 8
words/processor] * 0.016 ms/word).

The result of the correlation is seen as a series of returns across the array
for each of the transponders as shown in Figure C.13. One second of data for each
processor is plotted during each transponder reply with the deepest processor Pl
plotted on the bottom. The reply from the bottom transponders (Figure C.13a, b
and c) appear at the deepest processor first and arrive sequentially at the shallower
receivers as the pulse travels up through the water column. The pulse from the last
transponder (Figure C.13d) travels down from FLIP. The squared amplitudes are
normalized to 1.0 and plotted such that a value of 1 will be slightly above the zero
level of the next processor. The noise and intciicience mentioned earlier is also
evident; processor 6 represents a particularly noisy time series and interferring
signals are seen travelling up and down the array, e.g. between 0.6 and 0.7 s on the
plot of transponder 3. Each valid data window is marked with "x’s"; the window
length for the first and last transponders is 100 ms, but was increased for
transponders 2 and 3 to 250 ms to enable detection of the transponder error modes
illustrated by the green transponder (transponder 2) in Figure C.1. The time of
arrival of the detected reply may be estimated from the plot by adding the time
indicated by the plot to the number of ms notated at the top of the plot and
subtracting a constant ¢ = 134 ms defined previously. The travel times are
converted into slant ranges by assuming a constant sound speed of 1500 m/s and
writeen into ascii files for use in the spatial position calculation computed in the
next program.

C.5. ARRAY SPATIAL LOCALIZATION

The navigation algorithm for the array elements is virtually identical to that
described for the transponders once the initial array X-Y position is determined,
except that the transponders are considered stationary. The element to transponder
slant ranges corrected for sound speed, the depth of the transponder installed on
FLIP and the adjusted transponder locations constitute the data required to navigate
the array. The array positions are iterated to achieve the best fit to the data is a
least squares sense. Array element relative location accuracies of a few meters are
achieved by this method.
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The array is not mooted but hangs vertically from 1P under 320 kg of
tension; its horizontal range of motion is significant during a one minute time
interval. Consequently, receiver locations are iterated using a single time slice of
slant range data. The receiver slant range is the path from FLIP to the transponder
to the receiver; FLIP slant range is simply the path to the transponder. The slant
ranges are corrected for deviations due to a sound speed profile which differs from
the assumed 1500 m/s, as are the receiver depths (which are obtained from the
travel time measurement of the FLIP transceiver to each receiver), using the
harmonic mean described earlier. The noise in the receiver slant range
measurements (Figure C.14) is contributed to not only by the receiver noise as
shown in the previous section but by the transponder mal{unction described in the
first section and by high frequency FLIP motion (recall that FLIP slant ranges are
available only once per hour). Constraints on the difference in receiver depths and
slant range measurements from one minute to the next are implemented as user
parameters thresd and thres. If these thresholds are exceeded, the noisy data is
ignored and another user parameter alter determines which interpolation scheme
will be impiemented, if any.

Localization of the array receivers now proceeds to the least squares filter.
A constant initial xy position is assigned to FLIP based on a GPS position as was
done during the transponder iteration for the FLIP initial position; the initial
positions for the first receiver iterated is the estimated FLIP position; the initial
positions for subsequent receivers is the estimated position of the previous
receiver. The FLIP slant range is subtracted from the receiver slant ranges leaving
the transponder to receiver portion. The horizontal slant ranges are calculated and
the xy positions are iterated minimizing the squared error in calculated and
'measured’ positions. With the transponder positions fixed, the iteration is
confined to FLIP and the array receiver positions whose x, y and z positions are
output with an asscciated rms error. The resulting analysis of data processed In
this manner is presented in [Sotirin and Hildebhrand. 1989].
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Figure C.1  FLIP Navigation System Detection of Transponder Replies. The signals
represent the transponder replies plotted by a chart recorder. Each sweep represents one
second of round trip travel time, each tic mark is 33.33 ms. Each transponder direct return is
marked by Julian day/GMT and by the sweep number with colored pens for easy
identification. A normal detection is clear and concise and may be measured by hand to
within 2-3 ms. Two types of errors are evident in the returns of the green transponder. The
first illustrates a weak direct return Gy, and the spacing between returns Gy, G,,; and G,,,»
indicates that the transponder is replying to a bounce of the interrogation signal. The

second type of error illustrates smaller scale random returns, inconsistent in occurance and
amplitude.
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Figure C.2 Transponder Localization Progiam rlow. A general outline of 3 stages in the
least squares program logic is presented liuring stage 1. the FIIP positions are iterated first,
followed by the transponder positions and the rms errors are calculated for the positions

iterated and compared to a set of convergence criteria; stage 2 compares transponder rms
errors to a second set of convergence critiria stage 3 compares transponder rms errors
against a third set of convergence criteria and deternunes whether to delete FLIP positions

with excessive errors.
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Figure C.3 Navigation Overview. The horizontal projection is estimated first by using the
measured slant range and depths (HRAN) and then by using the initial xy positions {(rngxy).
The initial xy positions of the transponders (I'l=red, T2=green, T3=blue) and FLIP as
measured by a GPS fix are notated in meters on the axis, and beneath the transponder for
depth.
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Figure C.4 Spatial Configuration for Navigation During the September 1987 Sea Test. The
estimated xy positions of the 3 fixed bottom transponders and of FLIP measured hourly over
18 days are shown in plan view. The mooring lines are represented by arrows, and the slant
range (s) and horizontal projection ot the slant range (h) are indicated in meters from an
arbitrary FLIP xy position of (2:400,3200) m. Transponders baseline distances are also
indicated in meters.
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Figure C.5 3D Error Surface.
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Figure C.6 Monte Carlo simulation of initial transponder positions. This simulation
illustrates the constraints in search direction placed on the least squares iteration by the
spatial configuration of the survey points. The azimuthal position of the transponders is not
accurately determined by the FLIP data set used. The transponders tend to move along the
transponder to FLIP direction. The initial transponder position is notated by a triangle, the
final position by a cross.
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Figure C.7 Array Navigation Receivers. The array was deployed at three nominal depths
during the September 1987 experiment. The 12 identical array sections are each 7S m in
length, with 10 receiving hydrophones spaced at equal increments. The location of the navi-
gation receiving hydrophones is illustrated for one section The data from one navigation
receiver per array section (HS) was recorded during the experiment. The background curves
represent the CTD sound speed profile and 3 near curface profiles calculated from XBT data.
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Figure C.8 Navigation Timing Diagram. The timing associated wit* the array navigation
system is illustrated. (a) The transponder interrogation sequence is nitiated every 65536
(64 K) ms by a 16-bit hardware clock rollover (R). (b) Each transpnnder sequence consists of
4 transmissions at unique frequencies issued from a transceiver mounted on the bottom of
FLIP (90 m depth) spaced 10 s apart. (c) The array receives the 12 KHz transponder replies
and the 12 KHz pulse from FLIP. The time of arrival of a transponder reply reflects the time
it took the acoustic pulse to travel from FLIP to the transponder to the array receiver. The
time of arrival of the FLIP 12 KHz pulse corresponds to the distance from the array receiver
to FLIP. {(d) The hardware clock rollover and 12 KHz arrivals may occur anywhere w thin a
128 ms tape buffer which complicates the data extraction procedure.
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Figure C.9 Data Tape Format. The tape consists of 11000-12000 buffers, a bufrer in ides
an 8 word header and 64 98-word frames. the header stores relevant timing and error
information, a frame contains a frame sync word, a frame counter. and twelve 8 word
processor data groups, a processor data group has ten samples of the low frequency
acoustic field, 5 navigation bits and a 3 bit processor ID. The information relevant to the
navigation includes the 8 word header, frame sync word, telemetry module word. 5 (0.4 ms
sample rate) navigation bits (bit 8 occuring first in real time) and a 3 bit processor 1D (PID).
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Figure C.11 Correlated Output from a Single Receiver. A single receiver should ideally
display only 4 detections during a transponder interrogation sequence. Shown is a 40 s time
series of the correlated output of processor 3. Vach line represents one second of data, a
signal is detected as a transponder return if the amplitude is above the zero level of the line
above it. The notse and interferring signals warrented that only data within a valid data
window be considered. The desired detections are indicated by the stipled boxes.
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Figure C.12 Raw Navigation Data. Raw data output for one transponder return. Some of the
receivers are very noisy and the dashes indicate that data have been deleted for clarity. The
processed output is listed first indicating that this is the first rollover, the first transponder
and that the difference between the hardware clock rollover and beginning of the buffer is
14. The processors are numbered 1 to 12 with 1 located at the deep end of the vertical
array. The first number is travel time in ms_ the second is slant range in m assuming a
constant sound speed of 1500 m/s, and the third is an indication of the strength of the
return. The raw data is printed below, listing the processor number and {D, followed by the
data word number and bits set of the hardware receiver output. tach word represents 4 ms
or 10 bits for a maximum of 3FF if all 10 bits are set.
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Figure C.13 Transponder Reply Detection. The correlator output for each processor is
plotted for 1 second around the time of each of the transponder replies. The top processor
plotted is the top processor in the array. The valid data window is indicated by the small
x's. The bhottom mounted transponder replies are evident as upward travelinz pulses,
arriving at the bo*tom of the array first. {2) T1 (red) transponder reply arriving between 0.15
and 0.55 for processors 1 and 11 r spectively; (b) T2 (green) transponder reply: (¢} T3 (blue)
transponder reply: (d) the 12 KHz pulse transmitted from FIIF arrives as a downward
traveling pulse with the surface bounce 120 ms hehind,
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Figure C.14 !'ant Range Data. The slant range data for each of the bottom transponders
(as detected by the navigation receiver sampled by processor 8) are plotted relative to the
median value for a series of honconsecutive tapes. The data were clipped at +200 m from
the median value. The errors shown in Figure Ala for the green transponder are evident as
a shadow return 160 m from the direct return Most of the data appearing at 200 m
ilfustrates a lack of detection due to the navigation of f1/P once an hour for several minutes
FLIP navigation continues to interrogate the transponders consequently the 12 KHz retarns
are there, but because the FLIP navigation system {s not svnchronous with the array, the

TIME (Julian days)

valid data windows filter out most of the unwanted returns.
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